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Welcome to the August 2013 issue of the Technology 
Innovation Management Review. This month's 
editorial theme is Cybersecurity. We welcome your 
comments on the articles in this issue as well as 
suggestions for future article topics and issue themes.
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Overview

The Technology Innovation Management Review (TIM 
Review) provides insights about the issues and emerging 
trends relevant to launching and growing technology 
businesses. The TIM Review focuses on the theories, 
strategies, and tools that help small and large technology 
companies succeed.

Our readers are looking for practical ideas they can apply 
within their own organizations. The TIM Review brings 
together diverse viewpoints – from academics, entrepren-
eurs, companies of all sizes, the public sector, the com-
munity sector, and others – to bridge the gap between 
theory and practice. In particular, we focus on the topics 
of technology and global entrepreneurship in small and 
large companies.

We welcome input from readers into upcoming 
themes. Please visit timreview.ca to suggest themes and 
nominate authors and guest editors.

Contribute

Contribute to the TIM Review in the following ways:

• Read and comment on past articles and blog posts.  

• Review the upcoming themes and tell us what topics

   you would like to see covered.

• Write an article for a future issue; see the author

   guidelines and editorial process for details.

• Recommend colleagues as authors or guest editors.

• Give feedback on the website or any other aspect of this

   publication.

• Sponsor or advertise in the TIM Review.

• Tell a friend or colleague about the TIM Review.

Please contact the Editor if you have any questions or 
comments: timreview.ca/contact

http://creativecommons.org/licenses/by/3.0
http://www.scribus.net
http://timreview.ca
http://timreview.ca
http://timreview.ca/contact
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Editorial: Cybersecurity
Chris McPhee, Editor-in-Chief

Tony Bailetti, Guest Editor

From the Editor-in-Chief

Welcome to the August 2013 issue of the Technology
Innovation Management Review. This is the second of 
two issues covering the editorial theme of Cybersecurity, 
and I am pleased to introduce our guest editor, Tony 
Bailetti, Director of Carleton University's Technology 
Innovation Management program (TIM; carleton.ca/tim) 
in Ottawa, Canada.

In September and October, we will present two issues 
on Managing Innovation for Tangible Performance, for 
which the guest editor is Sorin Cohn, President of BD 
Cohnsulting Inc. Dr. Cohn also presented the April TIM 
Lecture on "Enhancing Competitive Position Through 
Innovation Beyond R&D" (timreview.ca/article/686). 

In November, we welcome back Seppo Leminen, Prin-
cipal Lecturer at the Laurea University of Applied Sci-
ences, Finland, and Mika Westerlund, Assistant 
Professor at Carleton University’s Sprott School of Busi-
ness, as guest editors to reprise the theme of Living 
Labs. Leminen and Westerlund were the guest editors 
when we covered this theme in our September 2012 is-
sue (timreview.ca/issue/2012/september), and we are looking 
forward to exploring this theme in even greater depth.

I am also pleased to announce the publication of the 
TIM program's second ebook: Business Models for Entre-
preneurs and Startups: Best of TIM Review (tinyurl
.com/m3cv88k). This book features 16 of the most insight-
ful, most relevant, and most popular articles published 
in the TIM Review on the topic of business models. The 
articles were selected and introduced by Dr. Steven 
Muegge, an Assistant Professor in the Technology Innov-
ation Management Program at Carleton University, and 
Claude Haw, President of Venture Coaches. The fore-
word was written by Sir Terence Matthews, Founder 
and Chairman of the Board, Mitel Networks Corporation.

We hope you enjoy this issue of the TIM Review and will 
share your comments online. Please contact us
(timreview.ca/contact) with article topics and submissions, 
suggestions for future themes, and any other feedback.

Chris McPhee
Editor-in-Chief

From the Guest Editor

It is my pleasure to be the guest editor for the July and 
August issues of the TIM Review, in which we explore 
the theme of Cybersecurity. These two issues of the 
journal include 15 contributions from 31 authors, 13 of 
which are with universities and research institutes; 11 
are with industry; and 7 are with the government. 

The August issue of the TIM Review includes eight art-
icles. These articles provide: i) an approach to make 
Canada a global leader in cybersecurity; ii) methods to 
identify vulnerabilities and countermeasures in net-
worked cyber-physical systems, deliver risk manage-
ment for enterprises, and analyze all potential 
pathways of exposure to risk; iii) a research agenda for 
information system security engineering; iv) overviews 
of multifactor authentication mechanisms and self-pro-
tecting systems; and v) a model to help security pro-
viders position their service offers. 

Tony Bailetti and David Hudson are at Carleton Uni-
versity; Renaud Levesque is Director General and Dan 
Craigen and D’Arcy Walsh are Science Advisors at the 
Communications Security Establishment Canada 
(CSEC); and Stuart McKeen is with the Ontario Min-
istry of Research and Innovation. Their article describes 
an engine designed to make Canada a global leader in 
cybersecurity. 

Jeff Hughes, President of Tenet 3 and George Cybenko, 
the Dorothy and Walter Gramm Professor of Engineer-
ing at Dartmouth College, describe a threat-driven 
quantitative methodology for identifying vulnerabilities 
and countermeasures in networked cyber-physical sys-
tems. Risk/benefit assessment is performed using a 
multidisciplinary approach called QuERIES.   

Brian Ritchot is a Senior Information Security Consult-
ant with Seccuris Inc. He specializes in the implementa-
tion and delivery of intrusion-detection solutions, 
vulnerability assessment, network analysis, and secur-
ity architecture. His article provides a business-focused 
approach to developing and delivering enterprise secur-
ity architecture for the purpose of providing a sensible 
and balanced approach to risk management.  

http://timreview.ca/article/686
carleton.ca/tim
http://timreview.ca/contact
http://timreview.ca/issue/2012/september
http://www.amazon.ca/dp/B00ESLVCRW
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Philip O’Neill is Chief Scientist at Deep Logic Solutions 
Inc. In his article, he presents the strongest-path meth-
od of analyzing all potential pathways of exposure to 
risk – no matter how indirect or circuitous they may be. 
The network model of infrastructure and operations 
makes direct use of expert knowledge about entities and 
dependency relationships without the need for any sim-
ulation or any other models. 

Rich Goyette and Yan Robichaud are Senior Security Ar-
chitects at Communications Security Establishment 
Canada and François Marinier is an independent in-
formation technology security analyst. They present a 
research agenda designed to move information system 
security engineering toward a mature engineering dis-
cipline. They propose that a threat model that is action-
able from the perspectives of risk management and 
security engineering and a practical and relevant secur-
ity-measurement framework be developed as a first step. 

Jim Reno, a Distinguished Engineer and Chief Architect 
for Security at CA Technologies, describes the different 
mechanisms used to implement multifactor authentica-
tion. The article highlights that the selection of a multi-
factor authentication mechanisms affects both security 
as well as the overall user experience.

Mahsa Emami-Taba is a doctoral student at the Uni-
versity of Waterloo; Mehdi Amoui is a Postdoctoral Fel-
low working on a joint research project that includes 
Blackberry Inc. and the University of Waterloo; and 
Ladan Tahvildari is an Associate Professor in the De-
partment of Electrical and Computer Engineering at the 
University of Waterloo. They provide an overview of self-
protecting systems and highlight the importance of
creating a holistic decision-making strategy in cyber-
security. 

Arto Rajala, a Senior Researcher in the School of Busi-
ness at Aalto University in Finland; Mika Westerlund, 
an Assistant Professor at Carleton University’s Sprott 
School of Business; Mervi Murtonen, a senior scientist 
at VTT Technical Research Centre of Finland; and Kim 
Starck, a Sales and Security Director at Stanley Security 
Finland propose a model to help security providers posi-
tion their service offers. Their 4C model focuses on the 
conceptualization, calculation, communication, and co-
creation of value. 

Editorial: Cybersecurity
Chris McPhee and Tony Bailetti

We thank you for reading the journal and urge you to 
support initiatives to make Canada a leader in cyberse-
curity worldwide. A nationwide effort to make Canada a 
global leader in cyberspace offers significant benefits to 
the users of cyberspace worldwide as well as many op-
portunities for scholarly inquiry and innovative indus-
trial initiatives.

We hope that you, your colleagues, and your organiza-
tions benefit from reading the July and August 2013 is-
sues of the TIM Review.

Tony Bailetti
Guest Editor

About the Editors

Chris McPhee is Editor-in-Chief of the Technology
Innovation Management Review. Chris holds an 
MASc degree in Technology Innovation Manage-
ment from Carleton University in Ottawa and BScH 
and MSc degrees in Biology from Queen's University 
in Kingston. He has over 15 years of management, 
design, and content-development experience in 
Canada and Scotland, primarily in the science, 
health, and education sectors. As an advisor and
editor, he helps entrepreneurs, executives, and
researchers develop and express their ideas.

Tony Bailetti is an Associate Professor in the Sprott 
School of Business and the Department of Systems 
and Computer Engineering at Carleton University, 
Ottawa, Canada. Professor Bailetti is the Director of 
Carleton University's Technology Innovation Man-
agement (TIM) program. His research, teaching, and 
community contributions support technology entre-
preneurship, regional economic development, and 
international co-innovation.

Citation: McPhee, C. and T. Bailetti. 2013. Editorial: 
Cybersecurity. Technology Innovation Management 
Review. August 2013: 3–4.

Keywords: cybersecurity, cyberthreats, cyberattacks, 
research, information technology, network security, 
risk assessment, Canada
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Developing an Innovation Engine to Make
Canada a Global Leader in Cybersecurity

Tony Bailetti, Dan Craigen, David Hudson,

Renaud Levesque, Stuart McKeen, and D’Arcy Walsh

Introduction

How can a country become a global leader in a product 
market and contribute to its own prosperity, security, 
and capacity? The objective of this article is to examine 
one response to this research question: the establish-
ment of an engine (i.e., a structure, processes, and val-
ues) that converts innovation into system-level results 
(e.g., prosperity, security, and capacity) that cannot be 
delivered by a single organization or individual working 
on its own. 

The innovation engine examined in this article cultiv-
ates innovation in: i) firm-specific advantages to com-
pete globally; ii) research and development (R&D); and 

iii) linking with external communities. This engine con-
verts innovation into four system-level results: i) new 
knowledge jobs; ii) addressed gaps in cybersecurity 
R&D and in operational limitations; iii) new highly qual-
ified people operating in the cybersecurity space; and 
iv) sustainable income for the operator of the innova-
tion engine. 

We use the authors' experience and knowledge gained 
designing and growing business ecosystems to offer a 
generic approach to make a country a global leader in a 
specific product market. Table 1 list articles published 
in this journal since 2008, organized on the basis of the 
nature of their contribution to our understanding of in-
novation engines and their entities. 

An engine designed to convert innovation into a country’s global leadership position in a 
specific product market is examined in this article, using Canada and cybersecurity as an 
example. Five entities are core to the innovation engine: an ecosystem, a project com-
munity, an external community, a platform, and a corporation. The ecosystem is the focus 
of innovation in firm-specific factors that determine outcomes in global competition; the 
project community is the focus of innovation in research and development; and the ex-
ternal community is the focus of innovation in resources produced and used by economic 
actors that operate outside of the focal product market. Strategic intent, governance, re-
source flows, and organizational agreements bind the five entities together. Operating the 
innovation engine in Canada is expected to improve the level and quality of prosperity, se-
curity, and capacity of Canadians, increase the number of Canadian-based companies 
that successfully compete globally in cybersecurity product markets, and better protect 
Canada’s critical infrastructure. Researchers interested in learning how to create, imple-
ment, improve, and grow innovation engines will find this article interesting. The article 
will also be of interest to senior management teams in industry and government, chief in-
formation and technology officers, social and policy analysts, academics, and individual 
citizens who wish to learn how to secure cyberspace. 

There is one quality which one must possess to win, 
and that is definiteness of purpose, the knowledge of 
what one wants, and a burning desire to possess it.

Napoleon Hill (1883–1970)
Writer and advisor to President Franklin D. Roosevelt

“ ”
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Table 1. Contributions that increased our understanding of innovation engines and their key entities

http://timreview.ca/article/658
http://timreview.ca/article/495
http://timreview.ca/article/655
http://timreview.ca/article/279
http://timreview.ca/article/703
http://timreview.ca/article/355
http://timreview.ca/article/381
http://timreview.ca/article/441
http://timreview.ca/article/200
http://timreview.ca/article/227
http://timreview.ca/article/276
http://timreview.ca/article/242
http://timreview.ca/article/683
http://timreview.ca/article/489
http://timreview.ca/article/488
http://timreview.ca/article/436
http://timreview.ca/article/377
http://timreview.ca/article/602
http://timreview.ca/article/114
http://timreview.ca/article/379
http://timreview.ca/article/684
http://timreview.ca/article/245
http://timreview.ca/article/647
http://timreview.ca/article/350
http://timreview.ca/article/391
http://timreview.ca/article/446
http://timreview.ca/article/194
http://timreview.ca/article/376
http://timreview.ca/article/308
http://timreview.ca/article/382
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We use the experience and knowledge gained protect-
ing Canada’s critical infrastructures and managing 
R&D portfolios (Craigen et al., 2013a: timreview.ca/article/
704; Craigen et al., 2013b: timreview.ca/article/705) to use 
Canada and cybersecurity as an example of an applica-
tion of the innovation engine. 

Cyberattacks threaten and limit the benefits that Cana-
dians, as well as citizens of other countries, currently 
derive from cyberspace. Cyberattacks include, but are 
not limited to, stealing intellectual property, disrupting 
critical infrastructure, usurping identity, compromising 
online bank accounts, creating and distributing viruses, 
posting confidential information, and encrypting sys-
tems to demand ransom. Increasingly, cyberattacks use 
sophisticated software designed to defeat or bypass se-
curity systems. These attacks are criminally or politic-
ally motivated, and are executed by very persistent, 
skilled, and well-funded individuals and organizations.

Cyberattacks that steal intellectual property and dis-
rupt critical infrastructure are particularly damaging. 
Hard data on the extent of intellectual property theft 
are difficult to obtain and validate. According to the Ca-
nadian Labour Congress, intellectual property theft 
costs the Canadian economy $22 billion each year 
(Geist, 2009; tinyurl.com/ptmx2l5). Frontier Economics 
(2011; tinyurl.com/nauah4a), a research organization based 
in the United Kingdom, estimates that the theft of intel-
lectual property prevents the world's 20 major econom-
ies from collecting €100 billion in tax revenues each 
year and has "destroyed" 2.5 million legitimate jobs. 
The Symantec Corporation estimated that companies 
in the United States lose some $250 billion to intellectu-
al property theft every year; however, this figure has 
been questioned (Maass and Rajagopalan, 2012; 
tinyurl.com/c73fp6d). 

Critical infrastructure consists of physical and informa-
tion-technology assets such as energy distribution net-
works, telecommunications networks, banking 
systems, manufacturing and transportation systems, 
and services that support the effective functioning of 
the private and public sector. Examples of cyberattacks 
on critical infrastructure include: i) the cyberattacks on 
Estonia (Ottis, 2013; tinyurl.com/p3juxde) and Georgia 
(Korns and Kastenberg, 2009; tinyurl.com/oj5ok57); ii) the 
attack on the Saudi Arabian Oil Company (Bronk and 
Tikk-Ringas, 2013; tinyurl.com/pegavx8); and iii) brute 
force attacks on Internet-facing control systems (Indus-
trial Control Systems Cyber Emergency Response 
Team, 2013; tinyurl.com/q98sqxf). 

Cybersecurity will remain a rapidly evolving and signi-
ficant challenge for the foreseeable future. Protecting 
cyberspace is a global as well as a domestic priority. 
There is a sense of urgency for industry, government, 
academic institutions, not-for-profits, and individuals 
to work together to ensure that Canadians and citizens 
of other nations enjoy a secure cyberspace (Auditor 
General of Canada, 2012; tinyurl.com/otuqxgb). This is 
easy to say, but very difficult to do. Therein resides the 
opportunity for Canada to become a leader in cyber-
security. 

The global cybersecurity environment presents an in-
creasingly complex set of challenges for Canada (Gen-
dron, 2013; tinyurl.com/p3ela8n). Every adversity, however, 
has an opportunity couched within. We argue that 
Canada should act decisively and proactively to be-
come a global leader in cybersecurity. Leadership in 
this undertaking encompasses the R&D projects; ven-
tures of existing and new companies; content and train-
ing; and infrastructures that protect information and 
information systems.

In this article, we first present the main cybersecurity 
challenges facing Canada and the ways proposed to im-
prove cybersecurity practice. We then discuss the fea-
tures of an innovation engine designed to make 
Canada a global leader in cybersecurity. A unique cor-
poration called the Venus Cybersecurity Corporation 
anchors the proposed innovation engine. The next sec-
tion describes the responsibilities and desired results 
of the corporation. The last section provides the con-
clusions. 

Main Cybersecurity Challenges for Canada

Based on the authors’ experience gained protecting 
electronic information and information infrastructures 
for the government of Canada, we identify the current 
challenges faced by those responsible for securing 
Canada’s critical infrastructure. These challenges are: 

1. Traditional and ineffective cybersecurity approaches, 
which focus on prevention, risk management, and 
deterrence through accountability 

2. Uncoordinated approaches between industry, aca-
demia, and government 

3. Daunting and fractured list of cybersecurity research 
and development requirements 

http://timreview.ca/article/704
http://timreview.ca/article/705
http://timreview.ca/article/704
http://www.michaelgeist.ca/content/view/3661/125
http://www.iccwbo.org/data/documents/bascap/global-impacts-study-full-report/
http://www.propublica.org/article/does-cybercrime-really-cost-1-trillion
http://books.google.ca/books?id=vub26dKsmpIC
http://strategicstudiesinstitute.army.mil/pubs/parameters/Articles/08winter/korns.pdf
http://www.bakerinstitute.org/publications/ITP-pub-WorkingPaper-ShamoonCyberConflict-020113.pdf
http://ics-cert.us-cert.gov/sites/default/files/ICS-CERT_Monitor_April-June2013.pdf
http://www.oag-bvg.gc.ca/internet/English/parl_oag_201210_03_e_37347.html
http://dx.doi.org/10.1080/11926422.2013.808578
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4. Silo mentality of research disciplines that prevents the 
development of an interdisciplinary science of cyber-
security

5. Overemphasis on the technical aspects of cybersecurity 
at the expense of social aspects

6. Chasms between classified and unclassified industry, 
academia, and government domains

7. Lack of education and training programs in cyber- 
security

8. A paucity of Canadian companies operating in the 
global cybersecurity space

9. An under-investment in cybersecurity-related research 
and commercialization compared to other jurisdictions

10. Slow and uncoordinated government responses to 
addressing the root causes of cyberattacks

11. Innovation-stifling contracting processes and pro-
cedural requirements of governments (e.g., $25,000 
contract limits)

Ways to Improve Cybersecurity Practice

Craigen, Walsh, and Whyte (2013; timreview.ca/article/704) 
and Craigen, Vandeth, and Walsh (2013; timreview.ca/
article/705) offer various suggestions on how to improve 
the investment in research and experimental develop-
ment programs in Canada. Their suggestions can be 
summarized as follows:

1. Establish a healthy ecosystem to incorporate continu-
ously evolving operational concerns into available cy-
bersecurity systems, researchers, and practitioners.

2. Engage social scientists in cybersecurity research.

3. Focus on approaches that: i) are consistent with fed-
eral cybersecurity policy; ii) quantitatively assess the 
cybersecurity risk of complex systems; iii) automate 
collective action amongst distributed systems to de-
fend individual computers and networks; iv) de-risk 
emerging technological solutions; v) are ethical and 
respect privacy concerns; and vi) focus on cyberad-
versaries, maturity models and standards, “big data”, 
data scientists, and ways of working and collaborat-
ing.

Mulligan and Schneider (2011; tinyurl.com/kt3f3gq) argue 
that lack of security is the obstacle to success of the in-
formation age. Though the problem resides in technolo-
gies, the solution requires policies and practices that 
focus more on the collective than on technology. 

Schneier (2008: tinyurl.com/ps78x3y; 2012: tinyurl.com/ousf4cn) 
argues that understanding the mechanisms of trust is 
crucial in a connected society. He is a proponent of full 
disclosure and making security issues public to shed 
light on the threat as well as encourage its mitigation. 
According to Schneier, "If researchers don’t go public, 
things don’t get fixed. Companies don't see it as a secur-
ity problem; they see it as a public relations problem” 
(Smith, 2011; tinyurl.com/c34hlbc). Cybersecurity issues as 
well as their resolutions are community challenges.

The broad set of challenges, the range of stakeholders, 
and the relationship between the opportunity and na-
tional economic well-being suggest that the required re-
sponse is beyond the capability of any one individual or 
organization. 

Business ecosystems are used to achieve results that no 
single member can achieve on its own. Business ecosys-
tems provide a networked approach to innovation and 
commercialization where members act cooperatively 
for private benefit as well as systemwide benefit 
(Moore, 2006; tinyurl.com/5rtbj6u). Ecosystems are deeply 
interlinked. In an ecosystem, a fundamental tension ex-
ists between acting in the group's interest and acting in 
one's own self-interest (Moore, 2006: tinyurl.com/5rtbj6u; 
Muegge, 2011: timreview.ca/article/495; Schneier 2012: 
tinyurl.com/oko37dd). 

An Engine to Convert Innovation into
Desired System-Level Results 

We reason that Canada is a country that has the talent, 
geographical advantage, and political environment to 
become a global leader in cybersecurity and that an en-
gine that converts innovation into compelling system-
level results can be cost-effectively built using the cyc-
lical relationship conceptualization proposed by 
Muegge (2011; timreview.ca/article/495).

We argue that the innovation engine comprises five key 
entities (described below), which are linked together by 
strategic intent, governance, resource flows, and organ-
izational agreements. The innovation engine enhances 
the firm-specific advantages that determine the out-

http://timreview.ca/article/704
http://timreview.ca/article/705
http://dx.doi.org/10.1162/DAED_a_00116
http://www.amazon.com/dp/0470395354/
http://books.google.ca/books?id=lPsbhIUexo0C
http://www.huffingtonpost.com/2011/11/16/charlie-miller-apple-cybersecurity-bug-hacker_n_1095330.html
http://antitrustinstitute.org/files/Business%20ecosystems%20and%20the%20view%20from%20the%20firm,%20antitrust%20bu_081320081450.pdf
http://antitrustinstitute.org/files/Business%20ecosystems%20and%20the%20view%20from%20the%20firm,%20antitrust%20bu_081320081450.pdf
http://timreview.ca/article/495
http://www.amazon.com/dp/1118143302/
http://timreview.ca/article/495
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comes of global competition among firms. These firm-
specific advantages include: research and develop-
ment, size, and managerial capability (Oh and Rugman, 
2012; tinyurl.com/o86vnsg), strategic intent of competitors 
(Hamel and Prahalad, 1989; tinyurl.com/o9evsdh), and cap-
ability to use distribution and brand positions to lever-
age revenue generated in one market to subsidize 
market-share battles in other markets and increase 
sales volume (Hamel and Prahalad, 2013; tinyurl.com/
p4w6xs9).

Key entities 
The five key entities of the innovation engine that is 
core to the strategy designed to make Canada a global 
leader in cybersecurity are: 

1. The Venus Cybersecurity Ecosystem (hereafter “Venus 
Cyber Ecosystem”)

2. The Venus Cybersecurity Project Community (here-
after “Project Community”)

3. The External Community

4. The Venus Cybersecurity Platform (hereafter “Plat-
form”) 

5. The Venus Cybersecurity Corporation

Figure 1 illustrates the key entities in the proposed in-
novation engine and the system-level results that are 
desired by 2017. The entities in Figure 1 exist at differ-
ent levels of abstraction, the higher the level, the lower 
the detail presented. The five entities in Figure 1 are in-
terdependent, and each entity relies on the other entit-
ies for the innovation engine to achieve the desired 
system-level results. 

The Venus Cyber Ecosystem is the entity at the highest 
level of abstraction. Ecosystem members include: i) 
users, buyers, suppliers, partners, and channels of cy-
bersecurity research, products, services, infrastructure, 
and solutions; ii) new ventures; and iii) the organiza-
tions and individuals who serve them (e.g., legal, ac-
counting, intellectual property, economic development 
organizations) and provide them with requisite inputs 
(e.g., technology, capital). 

Figure 1. The innovation engine that is core to the strategy designed to make Canada a global leader in cybersecurity

http://dx.doi.org/10.1016/j.ibusrev.2011.05.009
http://hbr.org/1989/05/strategic-intent/ar/1
http://books.google.ca/books?id=67iu-TdoLSkC&pg=PT20&dq=creating+global+strategic+capability+prahalad+hamel&hl=en&sa=X&ei=FuUGUuL1KcLQ2AWuvoDoDg&ved=0CDoQ6AEwAg#v=onepage&q=creating%20global%20strategic%20capability%20prahalad%20hamel&f=false
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The Project Community comprises the individuals 
working within a project portfolio sanctioned by the 
Venus Cybersecurity Corporation. Projects are defined 
and organized by their desired cybersecurity know-
ledge, technology, and business outcomes. The project 
portfolio includes R&D projects to reduce gaps and op-
erational limitations, platform advancement projects, 
venture projects, and so on. Membership in the Project 
Community provides rights to engage in one or more of 
the projects launched by members of the Venus Cyber-
security Corporation. 

The External Community refers to people who collabor-
ate outside of and with the Venus Cyber Ecosystem and 
the Project Community. They may contribute to the 
Platform. People in the External Community can oper-
ate inside and outside Canada. The External Com-
munity is a source of human capability, technology, 
relationships, and other resources. The Venus Cyber 
Ecosystem and the External Community will exchange 
resources through the identification of important tech-
nology and business opportunities, acceleration of 
members’ businesses, open source developments, 
standards activities, training seminars, and the like.

The Platform comprises a set of technology compon-
ents (e.g., computer software, hardware systems, free 
software), infrastructure (e.g., industry-scale test beds, 
large databases, simulators, and systems to distribute 
assets, manage contributions, communicate between 
members, and coordinate work), assets (e.g., descrip-
tions of industry problems, unified R&D architecture, 
courseware, validation requirements, legal and intellec-
tual property licensing structures, brand) and services 
(e.g., training, venture accelerator programs). Members 
of the Venus Cybersecurity Corporation will be able to 
use and consume these technology components, infra-
structure, assets, and services to develop their market 
offers and carry out R&D projects as well as other pro-
jects. 

The Venus Cybersecurity Corporation is an organization 
that: i) supports and structures the collaboration of or-
ganizations and individuals in the Venus Cyber Ecosys-
tem; ii) sustains the strategic intent of making Canada a 
global leader in cybersecurity over the long term; and 
iii) advances and operates the Platform. The Venus Cy-
bersecurity Corporation comprises the Board of Direct-
ors, Members of the Corporation, and employees. 

The Venus Cybersecurity Corporation is a not-for-
profit, member-supported corporation. Membership in 

the Venus Cybersecurity Corporation provides rights to 
engage in the governance of the corporation to the ex-
tent allowed by the various membership levels. Stra-
tegic members of the Venus Cybersecurity Corporation 
pay the highest cash fees and thus will have a signific-
ant influence over the direction and strategic intent of 
the Corporation. Other membership levels can influ-
ence the direction of the Corporation through their rep-
resentation on the Board and through participation at 
the annual General Meeting. 

There are differences between members of the Venus 
Cybersecurity Corporation and members of the Project 
Community. For example, members of the Venus Cy-
bersecurity Corporation pay annual (cash) membership 
fees for which they receive the right to vote on gov-
ernance matters. Voting rights allow corporation mem-
bers the ability to shape how the corporation operates 
and what it achieves relative to its strategic intent. Fur-
ther, the ability to decide on, and launch, cybersecurity-
related projects is the purview of corporate member-
ship. Project Community members can only participate 
in the specific projects to which they make in-kind con-
tributions or provide cash. 

Relationships among the five key entities
Figure 2 illustrates the relationships among the Venus 
Cyber Ecosystem, the Venus Cybersecurity Corporation, 
the Platform, the Project Community, and the External 
Community that produce the desired system-level res-
ults. The inner triangle in Figure 2 (shown in heavy red 
arrows) highlights that the resource cycle of the pro-
posed innovation engine will move from the Platform, 
to the Venus Cyber Ecosystem, to the Project Com-
munity, and back to the Platform. 

The Project Community is the focal point of innovation 
in R&D. Projects leverage their access to the Platform to 
transform resources received from the Venus Cyber 
Ecosystem and External Community into technology 
components, assets, and services that increase the rel-
evance of the Platform. 

The Venus Cyber Ecosystem is the focal point of innova-
tion in the factors that determine the outcomes in glob-
al competition for Canadian firms and new ventures. 
Organizations and individuals in this ecosystem lever-
age the technology components, assets, and services of 
the Platform to create competitive advantages in the 
global markets where they operate for their own eco-
nomic gain and to secure Canada’s critical infrastruc-
ture. 
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Organizational agreements will enable the following 
activities: 

1. Members of the Venus Cyber Ecosystem will be able 
to use, extend, and commercialize the assets of the 
Platform to create and capture economic value.

2. The organizations and individuals in the Venus Cy-
ber Ecosystem and External Community will be able 
to make the resources required to carry out projects.

3. The Project Community will be able to contribute 
new technology components and assets to the Plat-
form thereby increasing the Platform’s value.

4. Members of the Venus Cyber Ecosystem will be able 
to contribute technology components and assets ac-
quired from other communities to the Platform.

5. The Project Community will be able to contribute re-
sources such as information, customer leads, and 
skills to the Venus Cyber Ecosystem. 

Venus Cybersecurity Corporation 

The Venus Cybersecurity Corporation is the organiza-
tion that anchors the innovation engine illustrated in 
Figures 1 and 2. The Venus Cybersecurity Corporation 
has five important responsibilities: 

1. Sustain the strategic intent of the innovation engine 
over the long term. Strategic intent is an obsession 
created to attain the desired leadership position and 
to develop a process that sustains this obsession over 
the long term. Strategic intent is a vivid picture that 
captures the essence of winning in cybersecurity and 
that is stable over time to keep the ecosystem fo-
cused. The strategic intent is sufficiently detailed to 
set targets that deserve personal effort and commit-
ment from members who drive cybersecurity techno-
logy and business innovation. Finally, the strategic 
intent creates a sense of urgency to keep an aggress-
ive pace of ecosystem work and ensures consistency 
in resource allocation over the long-term (Hamel and 
Parahalad, 1989; tinyurl.com/o9evsdh). 

Figure 2. Relationships among the five key entities in the innovation engine

http://hbr.org/1989/05/strategic-intent/ar/1
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2. Lead the Venus Cyber Ecosystem and the Project 
Community. By leadership, we mean organizing 
groups of people to achieve a common goal.

3. Govern. The corporation will make decisions that 
define expectations, grant power, allocate resources, 
and verify performance. 

4. Increase the relevance of the Platform. The corpora-
tion will use contributions from the Project Com-
munity, the Venus Cyber Ecosystem, and External 
Community to advance the Platform. The Project 
Community contributions may include up front in-
kind contributions as well as project outcomes.

5. Provide access to the Platform. The corporation will 
provide the Project Community and the Venus Cyber 
Ecosystem with access to a state of-the-art platform. 

Iansiti and Levien (2004a: tinyurl.com/7t4xgvn; 2004b: 
tinyurl.com/nmfpyms) refer to the organization that an-
chors a business ecosystem as the “keystone.” The re-
sponsibilities of the Venus Cybersecurity Corporation 
include the responsibilities that Iansiti and Levien at-
tributed to a keystone plus an additional one: the leader-
ship role described as the second responsibility above. 

Not-for-profit versus for profit
In the Canada/cybersecurity example described in this 
article, the innovation engine is anchored around a not-
for-profit corporation. This decision was made to re-
duce the time required to make and execute decisions; 
to increase information and resource exchange among 
industry, government, and academia; to reduce over-
head; and to establish strong links with cybersecurity 
centres in allied countries. 

In Canada, a group of private sector firms should lead 
the proposed not-for-profit organization. There is not 
one firm that can lead. Government agencies, universit-
ies, and other not-for-profits can join as members. 

Desired system-level results 
Table 2 identifies the four system-level results that dif-
ferentiate the Venus Cybersecurity Corporation and 
that will motivate organizations and individuals to be-
come members in the first four years. These system-
level results require a business ecosystem, platform, 
project, and external communities because they are not 
attainable by any organization or individual working 
alone. Table 2 also shows the dimensions that will be 
used to assess the success of the corporation as of 
December 31, 2017. 

Table 2. System-level results and success dimensions of the Venus Cybersecurity Corporation

http://hbr.org/2004/03/strategy-as-ecology/ar/1
http://www.amazon.ca/dp/1591393078
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Conclusion

In this article, we offer a generic approach to making a 
country a global leader in a specific product market and 
use Canada and cybersecurity as an example of its ap-
plication. The success of the proposed innovation en-
gine relies on properly structuring the collaboration 
among organizations and individuals in an ecosystem, 
project community, platform, and a corporation, and 
creating links to communities external to their sphere 
of activity. 

The cybersecurity opportunity is not exclusive to 
Canada as a country. Other countries are just as well po-
sitioned as Canada to become global leaders in cyberse-
curity. We use Canada as an example because it is the 
focus of our work. Our “definiteness of purpose” to 
make Canada a global leader in cybersecurity may en-
courage our allies to work towards making their coun-
tries global leaders as well. We would welcome this 
outcome. If Canada and its allies commit to attaining 
global leadership positions in cybersecurity, the rising 
tide will lift all boats and the networked world will bene-
fit as a result. 

Implementation of the innovation engine to make 
Canada a global leader in cybersecurity through putting 
the five entities in place is expected to: i) accelerate and 
strengthen the process of participation through which 
organizations and individuals work together to achieve 
results not possible by any entity working on its own; ii) 
enable continuous improvement and rapid adjustment 
to environmental changes; iii) increase the positive im-
pact of the results attained; iv) accelerate learning; and 
v) identify the salient factors that determine a sustain-
able global leadership position in cybersecurity. 

The cybersecurity challenge transcends the abilities of 
any single organization or individual to address alone. 
Consequently, academic, private, and public sector par-
ticipants must unify their efforts when identifying the 
relevant issues, finding solutions, informing choices, 
and educating society in direct response to domain-
specific requirements for the protection of information 
technology. This article contributes a way to unify these 
efforts.

To implement the approach proposed in this article, a 
task group has been formed. The task group has as-
sumed responsibility for the embryonic development of 
the proposed innovation engine, including the launch 
of the Venus Cybersecurity Corporation. This not-for-
profit corporation will be launched by March 31, 2014. 
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Quantitative Metrics and Risk Assessment:
The Three Tenets Model of Cybersecurity 

Jeff Hughes and George Cybenko

Introduction 

Cyberattacks are increasing in frequency and severity. 
Prolexic Technologies (2013; tinyurl.com/n66algm) reports 
that the average packet-per-second rate of distributed 
denial-of-service (DDOS) attacks reached 47.4 million 
packets per second and the corresponding average 
bandwidth reached 49.24 Gbps in the second quarter of 
2013. These are increases of 1,655% and 925% respect-
ively over 2012. 

Although DDOS attacks are relatively brutish cyber-
weapons, the so-called “advanced persistent threat” 

(APT) refers to sophisticated attackers who operate 
more subtly against specific targets with specific goals. 
For example, Operation Aurora deployed a zero-day 
web-browser exploit to extract detailed intellectual 
property from high-tech companies (McAfee Inc, 2010; 
tinyurl.com/np89339).

Whether done with blunt objects (DDOS) or scalpels 
(APT), cyberattacks continue to be effective. In fact, en-
terprise IT security managers believe their networks are 
becoming less secure. A survey of 671 IT security practi-
tioners conducted by the Ponemon Institute (2012; 
tinyurl.com/afk94px) found that only 33% believed their IT 

Progress in operational cybersecurity has been difficult to demonstrate. In spite of the con-
siderable research and development investments made for more than 30 years, many gov-
ernment, industrial, financial, and consumer information systems continue to be 
successfully attacked and exploited on a routine basis. One of the main reasons that pro-
gress has been so meagre is that most technical cybersecurity solutions that have been pro-
posed to-date have been point solutions that fail to address operational tradeoffs, 
implementation costs, and consequent adversary adaptations across the full spectrum of 
vulnerabilities. Furthermore, sound prescriptive security principles previously established, 
such as the Orange Book, have been difficult to apply given current system complexity and 
acquisition approaches. To address these issues, the authors have developed threat-based 
descriptive methodologies to more completely identify system vulnerabilities, to quantify 
the effectiveness of possible protections against those vulnerabilities, and to evaluate oper-
ational consequences and tradeoffs of possible protections. 

This article begins with a discussion of the tradeoffs among seemingly different system se-
curity properties such as confidentiality, integrity, and availability. We develop a quantitat-
ive framework for understanding these tradeoffs and the issues that arise when those 
security properties are all in play within an organization. Once security goals and candid-
ate protections are identified, risk/benefit assessments can be performed using a novel 
multidisciplinary approach, called “QuERIES.” The article ends with a threat-driven quant-
itative methodology, called “The Three Tenets”, for identifying vulnerabilities and counter-
measures in networked cyber-physical systems. The goal of this article is to offer 
operational guidance, based on the techniques presented here, for informed decision mak-
ing about cyber-physical system security. 

Risk comes from not knowing what you're doing.

Warren Buffett
Business magnate, investor, and philanthropist

“ ”

http://www.prolexic.com/knowledge-center-ddos-attack-report-2013-q2/pr.html
http://www.mcafee.com/us/resources/white-papers/wp-protecting-critical-assets.pdf
http://www.ponemon.org/local/upload/file/2013%20State%20of%20Endpoint%20Security%20WP_FINAL4.pdf
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networks were more secure in 2012 than in 2011. In 
spite of such concerns, a recent Oracle study (2013; 
tinyurl.com/l76858h) found that, even with increased over-
all IT security spending, enterprises are still not protect-
ing the right assets. 

Combining all these facts and findings, it is evident that 
the growing cyberthreat environment is becoming 
more complex and more targeted while our ability to re-
spond with appropriate defences at the appropriate in-
vestment levels is becoming more difficult. 

The cybersecurity research, development, and vendor 
communities have not been helping matters. Most re-
searchers and vendors promote their specific point 
solutions at the expense of seeing the bigger security 
picture. For example, on the one hand, the “build secur-
ity in” community advocates redesigning and rebuild-
ing IT systems from scratch to be more secure from the 
start (e.g., U.S. Department of Homeland Security: 
tinyurl.com/mh4a2e3; Darpa: tinyurl.com/6nf5yp3; McGraw, 
2013: tinyurl.com/mu4oz24). On the other hand, “big data” 
security technologies promote extensive IT instrument-
ation, logging, and analysis for whatever application 
and network infrastructure that has already been de-
ployed (e.g., Hewlett Packard: tinyurl.com/kdsrvuj; Splunk: 
tinyurl.com/kj3ujkp). 

These extremes beg the key question of what combina-
tion of cyberdefensives are appropriate for securing an 
enterprise from the spectrum of threats that it realistic-
ally faces. Government efforts at articulating security 
best practices and risk assessments (e.g., National Insti-
tute of Standards and Technology, 2013: tinyurl.com/
c8vukj7) are comprehensive and noble but too generic to 
be operationally prescriptive for such purposes. 

New ideas are needed for enterprise-level cybersecurity 
assessment and investment. The novel approach pro-
posed in this article is based on the authors' 30 years of 
combined experience in securing complex cyber-phys-
ical systems in government and private sector environ-
ments. The approach consists of three ingredients that 
will be outlined in detail below: 

1. Confidentiality, integrity, and availability require-
ments

2. Quantification and assessment of cybersecurity de-
fence investments 

3. Identification of cybersecurity threats and vulner-
abilities

This article is organized around these ingredients, as 
follows. The second section argues that tradeoffs 
between confidentiality, integrity, and availability are 
intrinsically unavoidable in typical enterprise opera-
tions and proposes an analytic framework for man-
aging those tradeoffs. The third section describes a 
methodology for quantifying the impact of vulnerabilit-
ies and defences that are used to mitigate them, namely 
“QuERIES”. The fourth section presents the underlying 
cybersecurity model, called “The Three Tenets” of cy-
bersecurity-vulnerability assessment and mitigation. Fi-
nally, the fifth section provides a summary and a 
discussion of ways forward based on these results. 

Confidentiality, Integrity, and Availability 
Requirements 

Security considerations and metrics are not the only cri-
teria enterprise IT managers use to make decisions. 
Revenue (or service in the case of a non-profit or gov-
ernment entity) is a result of providing users access to 
networked services and information and so it is often a 
primary driver when trading off security against access. 

In practice, decision makers must constantly balance 
availability (i.e., the ability of end users to derive benefit 
from the system), confidentiality (i.e., the protection of 
information from access by unauthorized users), and 
integrity (i.e., the protection of information from unau-
thorized modification). This task involves complex, typ-
ically enterprise- and system-specific, tradeoffs that 
require an appropriate balance between properties that 
are not entirely consistent with each other. 

In order to make such tradeoff decisions more rigorous 
and quantitative, we have started to develop a model 
and corresponding framework for confidentiality, integ-
rity, and availability (CIA) risk management. Here, we 
briefly introduce our work on the specific issue of intro-
ducing “diversity” into an enterprise IT environment 
for the purpose of increasing “security”. Information-
system diversity, as opposed to “monoculture”, has of-
ten been praised as a mechanism for building more resi-
lient and secure systems, ones in which the compromise 
of one system does not immediately translate into the 
subsequent compromise of all similar systems. 

Diversity can be introduced into an IT system by de-
ploying hardware and software from different vendors 
or by mechanisms such as randomizing address layouts 
or compiler generation of executable code (Jajodia et 
al., 2011; tinyurl.com/mz5d8fn). Further details of the mod-
el and associated results can be found in a forthcoming 

http://www.oracle.com/us/corporate/press/1972875
http://buildsecurityin.us-cert.gov/
http://www.darpa.mil/Our_Work/I2O/Programs/Clean-slate_design_of_Resilient_Adaptive_Secure_Hosts_(CRASH).aspx
http://www.cigital.com/whitepapers/dl/Software_Security.pdf
http://www8.hp.com/us/en/software-solutions/software.html?compURI=1340541
http://www.splunk.com/view/it-security/SP-CAAAAKD
http://dx.doi.org/10.6028/NIST.SP.800-53r4
http://www.amazon.ca/dp/1461409764
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technical paper devoted to this issue (Cybenko and 
Hughes, in press; tinyurl.com/m3jexfv). 

Our basic model assumes a network of nodes that com-
prise an asynchronous distributed system that an enter-
prise operates. These nodes could be mirrored web or 
database servers, clients, routers, or other replicated 
devices or services in an information system. The de-
signer has a choice of making the components the 
same (i.e., homogeneous or a monoculture) or making 
the components different in some way (i.e., diverse, 
moving targets, heterogeneous, or some other ap-
proach). 

A compromise of a node (component or device) means 
that an attacker has control of that node, such as root 
or administrator privileges in an operating system, for 
example. The goals of a compromise are often summar-
ized as violating one or more of the confidentiality, in-
tegrity, and availability properties (Smith and 
Marchesini, 2008; tinyurl.com/l8jx7op). We interpret these 
goals in the context of a networked system of function-
ally redundant components. In this article, we define 
these concepts as follows:

• Availability means that at least one of the nodes has 
not been compromised and is therefore functioning 
properly. Stated otherwise, not all of the nodes in the 
system have been compromised and so at least one is 
still functioning in a reliability theory sense. 

• Confidentiality means that none of the nodes have 
been compromised. This definition is based on the 
assumption that all clients, servers, or other nodes 
under consideration contain or have access to critic-
al, possibly the same, information. Therefore, if one 
node is compromised, that critical information is 
available to the attacker and so confidentiality of the 
overall system has been breached. 

• Integrity means that a majority of the nodes (compon-
ents) have not been compromised so that, if we re-
quest information from the components and 
compare results, at least one half of the results will 
match. Once an attacker has compromised more 
than one half of the components, we no longer have 
any confidence that the information being provided 
by a majority is correct. Byzantine failures (Lamport 
et al., 1982; tinyurl.com/klewe3x) can also be modelled in 
this framework whereby at least one third, a different 
but constant fraction, of the components need to be 
compromised for an integrity attack. 

The time-to-compromise, ti, of the ith node is a random 
variable distributed according to a probability density 
function, fi(t). The concept of time-to-compromise, dis-
cussed in more detail below, is based on the premise 
that any node is ultimately compromisable and the time 
when an attacker achieves the compromise is a random 
variable (which can include the attacker's skill level, re-
sources, choice of attack strategies, and so on). 

For example, the time to achieve success in a brute-
force attack on a password would be distributed accord-
ing to a uniform density between time 0 (when the at-
tack begins) and time N/M where there are N possible 
passwords and M random passwords are tried per time 
unit. Techniques for estimating fi and ti for more com-
plex computing systems have been developed and evalu-
ated by the authors (Carin et al., 2008; tinyurl.com/mfyxu9r). 
Moreover, estimates of the time-to-compromise density 
allow us to estimate the cost-to-compromise of the ith 
component as well as the overall system or mission. 

For simplicity, we assume that each density has the 
same form for each component and define α to be the 
lower bound on the support of f, β to be the upper 
bound on the support of f, μ to be the mean, and m to 
be the median. Moreover, we let n denote the degree of 
diversity (i.e., the number of distinct versions, for ex-
ample, where clearly n = 1 represents a monoculture) as 
well as the number of parallel attackers such as would 
occur in a coordinated nation-state or organized crime 
attack. 

Table 1 summarizes several analyses we have per-
formed. The columns labelled Attackers and Diversity 
are as described; the entries in the columns for C, I, and 
A are the expected times to compromise confidentiality, 
integrity, and availability respectively. A graphical depic-
tion of this analysis for the last line in the table is shown 
in Figure 1 to illustrate the wide variability on time-to-

Table 1. Expected times for an attacker to achieve one of 
the CIA goals

http://www.dartmouth.edu/~gvc/lunch.pdf
http://www.amazon.ca/dp/0321434838
http://dx.doi.org/10.1145/357172.357176
http://dx.doi.org/10.1109/MC.2008.295
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compromise under these different scenarios. In this 
situation, where we have n-fold diversity and n parallel 
attackers, the expected times to achieve the various CIA 
security goals varies significantly. Decision makers 
must understand which security properties are most 
important to their organization's missions and invest 
accordingly.

This work quantitatively develops the trade space 
between confidentiality, integrity, and availability as a 
function of network diversity and time-to-compromise. 
In any such trade space, the IT manager must determ-
ine the "operating point of the design" or the balance 
between security properties and other important sys-
tem properties such as "maintainability" and "mission 
utility". 

It is informative to craft a simple opportunity-cost com-
parison based on this trade space. For instance, "cost-
to-disrupt" is a cost to the adversary to compromise the 
enterprise that is directly estimated from the time-to-
compromise scenarios provided above. This cost can 
be contrasted to the "cost-of-mission-disruption", 
which is a cost to the IT manager when considering the 
three types of security objectives (i.e., CIA) and the com-
promise of which disrupts the enterprise’s mission 
(e.g., a disruption cost can be proportional to the num-
ber of users affected). Hence, analytically describing 
the trade space enables a richer strategic analysis re-
garding various IT enterprise objectives. This type of 
analysis is more explicitly described using the methodo-
logy in the next section.

Quantifying Cybersecurity Risk:
The QuERIES Technique

The discussion above provides a framework and meth-
odology for identifying various security goals and under-
standing the possible tradeoffs between them. Moving 
forward, if we are given a collection of identified secur-
ity vulnerabilities impeding the achievement of the 
goals and possible defences or responses to those vul-
nerabilities, then we would next like to have some sense 
of how effective the proposed defences are in terms of 
performance metrics that go beyond a simple checklist. 

In physical security, the time-to-compromise of a sys-
tem is an accepted and measurable performance metric. 
Consider for example the case of the Overly Door Com-
pany (tinyurl.com/kdfdjm2), a supplier of US government 
General Services Administration approved Class 5 secur-
ity vault doors suitable for storing national security in-
formation. These doors must provide protection against 
unauthorized entry for the following periods of time: 

   • 20 man-hours surreptitious entry 
   • 30 man-minutes covert entry 
   • 10 man-minutes forced entry 
   • 20 man-hours against manipulation of the lock 
   • 20 man-hours against radiological attack 

Note that different times are specified for different types 
of attacks. Surreptitious entry means a method of entry 
that would not be detectable during normal use or dur-
ing inspection by a qualified person. Covert entry 

Figure 1. Expected times to achieve CIA security goals with n-fold diversity and n parallel attackers

http://www.gsaadvantage.gov/ref_text/GS29F8999A/GS29F8999A_online.htm
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means a method of entry that would leave evidence, 
but would not be detectable by a user during normal 
use of the door and would only be detectable during in-
spection by a qualified person. Forced entry means a 
method of entry that would leave evidence of the attack 
and would be readily discernible in the normal use of 
the door; the attacker has no concern over leaving evid-
ence that the vault door has been penetrated. Manipu-
lation of the lock is defined as the opening of the 
combination lock without alteration of the physical 
structure or disarranging of parts. Ordinarily, manipula-
tion would be accomplished by movement of the lock 
dial. Entry by radiological attack means the use of radio-
active isotopes and other sources judged to be effective 
in determining the locks combination. Any entry made 
under these conditions within 20 man-hours shall be 
considered a failure of the vault door.

Physical security is relatively mature with much opera-
tional experience, so measures such as these have 
emerged as accepted standards within that community. 
Cyber-physical system security is still relatively new, so 
such performance measures are not yet standardized. 

The authors have developed a technique, called
QuERIES, for quantifying cybersecurity risk using ideas 
from a variety of disciplines and have demonstrated 
those techniques in software protection scenarios. 

An example result of using the QuERIES methodology is 
depicted in Figure 2, which shows the distribution of 
times for completing a successful attack against a pro-
tected software system. The horizontal axis is time 

(equatable to cost in man-hours) and the vertical axis is 
the percentage of attempts requiring the corresponding 
time. The empirical probability density function was es-
timated using the QuERIES methodology and is depic-
ted by the vertical bars. The specific compromise that 
was modeled in this example was an attack against a 
protected software system by an adversary whose goal is 
to extract specific parameter values from the protected 
code.

The plot in Figure 2 shows a probability density func-
tion for the time required by an attacker to compromise 
the protections. We model the time-to-compromise as a 
random variable in QuERIES because it depends on the 
skill level and approach an attacker takes. It might also 
depend on luck. Consider, for example, that we do in 
fact model brute-force password attacks in this way 
already – an attacker can be lucky and very quickly 
guess correctly but with very small probability. For a 
brute-force password attack, the corresponding plot 
would be a horizontal line at a very small probability go-
ing very far into the future. 

The QuERIES methodology consists of a number of 
steps and has been successfully applied in a variety of 
cyber security situations. All seven steps in the QuERIES 
methodology are depicted on the right side of Figure 3; 
the four major ingredients of the methodology are shown 
on the left side of Figure 3 and are described below: 

1. Model the Problem: Obtain objective quantities such 
as the economic value of the intellectual property 
(IP)(i.e., the protected software asset) to the IP owner; 
the cost of developing the IP by an adversary; the cost 
of obtaining the IP through other possible means; 
and a map of the specific protections applied to the 
IP asset. 

2. Model the Attacks: Use the protection map and 
knowledge of reverse-engineering methodologies to 
build an attack graph represented as a partially ob-
servable Markov decision process (POMDP) (Russell 
and Norvig, 2002; tinyurl.com/lcpmldm).

3. Quantify the Models: Perform a controlled red-team 
attack against the protected IP and use another red- 
or black-hat team to conduct an information market 
for estimating the parameters of the POMDP. 

4. Use the Results: The resulting estimates can be used 
to decide if the proposed protections are appropriate 
for the specific vulnerabilities in terms of various pos-
sible cost-benefit analyses. 

Figure 2. An example time-to-compromise density 
function for a software-protection defence developed by 
the authors in previous work on QuERIES

http://www.amazon.ca/dp/0131038052
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To illustrate such a cost-benefit analysis, consider the 
plot shown in Figure 4, which compares two ap-
proaches for attackers to decide when to stop an attack. 
The red line is the difference between the cost of the at-
tack up to the corresponding time and the benefit of a 
successful attack; the blue line is the “cost-to-go” value 
of continuing the attack given that it has failed up to 
that time. The cost-to-go value is computed using dy-
namic programming based on the probabilities shown 
in Figure 2 and is similar to the techniques used for 
American Options pricing.

Figure 4 illustrates that a binary metric (i.e., true or 
false) is not suitable for determining whether or not a 
cyber-physical system can be compromised. Any sys-
tem requiring a password can be compromised by a 
lucky guess and so would be considered insecure if that 
were the metric. Instead, we argue that the right kind of 
metric is, for example, the expected cost of a successful 
attack. If that cost is high enough, an attacker would 
not undertake the attack in the first place. This is the 
basis for all state-of-the-art encryption schemes, so our 
position on this is entirely consistent with existing prac-
tice and experience in that realm. Figure 3. The seven steps of the QuERIES methodology 

Figure 4. A comparison of two approaches to determine the optimal time for an attacker to stop an attack 
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The Three Tenets of Cybersecurity

Early in our work on threat and vulnerability analysis, 
we sought to identify simple – but still operationally 
meaningful, necessary, and sufficient – conditions for 
cyber-physical system vulnerabilities to exist. Once such 
conditions are identified, specific mitigations could be 
identified and evaluated. 

This led us to identify three elements as being necessary 
and sufficient for successful attacks to occur: 

1. The existence of inherent system susceptibilities 

2. The threat's access to the susceptibility 

3. The threat's capability to exploit the susceptibility 

It is evident that, when these three elements are present 
in a system, an actual vulnerability exists. 

Murphy's Law – “Anything that can go wrong, will go 
wrong.” (Bell, 1989; tinyurl.com/llaps5q) – suggests that a 
system with vulnerabilities will be exploited given the 
appropriate operational environment. Moreover, a 
threat model that supports reasoning about whether an 
inherent system weakness rises to the level of a vulner-
ability is essential for cost-effective system-security en-
gineering. This aspect is important because security for 
security's sake is neither affordable nor desirable, and 
so vulnerabilities must be quantified and only mitigated 
to the degree necessary to prosecute the enterprise's 
business processes or other missions. 

We briefly describe these three elements below: 

1. System Susceptibility: Absolute system confidential-
ity, integrity, and availability cannot be simultan-
eously achieved. Therefore, all systems will have 
design trade-offs resulting in inherent weaknesses. 
Such weaknesses will be manifest as software errors/
bugs, protocol flaws, misconfigurations, or physical 
implementation constraints, and can be organized in-
to the following eight categories of susceptibilities 
(National Vulnerabilities Database; nvd.nist.gov): 

a. Input Validation Error (IVE): includes failure to 
verify the incorrect input and read/write involving 
an invalid memory address. This category of sus-
ceptibility is also known as a boundary condition 
error (BCE) or buffer overflow (BOF). 

b. Access Validation Error (AVE): causes failure in en-
forcing the correct privilege for a user. 

c. Exceptional Condition Error Handling (ECEH): 
arises due to failures in responding to unexpected 
data or conditions. 

d. Environmental Error (EE): triggered by specific 
conditions of the computational environment. 

e. Configuration Error (CE): results from improper 
system settings. 

f. Race Condition Error (RC): caused by the improper 
serialization of the sequences of processes. 

g. Design Error (DE): caused by improper design of 
the software structure. 

h. Others: includes susceptibilities that do not belong 
to the types listed above. This category of suscept-
ibility is sometimes referred to as nonstandard. 

2. Threat Accessibility: A threat will probe and analyze 
a system in order to discover which susceptibilities 
are accessible and how, with the goal of subsequent 
exploitation. Generally, the threat will use access 
points or services offered by a system to legitimate 
users as the original point of entry. Threat access is 
typically a superset of legitimate user access, because 
some access points may be undocumented or not of 
interest to legitimate users. Possible access points in-
clude wireless networks, legacy dialup lines, mainten-
ance/service ports, automatic updates, and so on. 
Moreover, commercial and open source systems are 
accessible by the attacker for testing and exploit val-
idation prior to launching a real attack. Any access 
offered an attacker provides a learning opportunity. 

3. Threat Capability: After thorough surveillance 
(either via remote observations or in situ instrument-
ation) of the system design and its operation, an at-
tacker will attempt to gain control, tamper with, or 
steal detailed system-design knowledge or other valu-
able data. Such attempts are often made using either 
a known or zero-day exploit determined after addi-
tional system reverse engineering. Skilled attackers 
typically employ a methodical approach to reverse 
engineering during which they expect to observe cer-
tain system behaviours. These system behaviours 
serve as exploitation guideposts and significantly aid 

http://dx.doi.org/10.1109/6.29335
http://nvd.nist.gov/
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the attacker. The degree to which the attacker is suc-
cessful will depend on their level of system know-
ledge, their ability and resources to develop and use 
specialized tools given the system's functionality and 
operating environment, and their overall level of re-
verse-engineering experience. 

This form of threat model has deep roots in the Elec-
tronic Warfare (EW; tinyurl.com/kzrbp) test and evaluation 
community. That community shares a similar adversari-
al framework (i.e., measure-countermeasure) with cy-
ber-physical system security. A version of this threat 
model was suggested for EW vulnerability analysis in 
1978, and is called data link vulnerability analysis
(DVAL) (Guzie, 2000; tinyurl.com/n4ge8w7). DVAL has four 
components in its vulnerability definition: susceptibil-
ity, interceptibility, accessibility, and feasibility. 
However, in contrast to DVAL, The Three Tenets threat 
model assumes that “feasibility” and “interceptibility” 
are effectively merged into what we call “capability.” In 
today's complex cyber-physical systems based on com-
mercial-off-the-shelf technologies, attackers can re-
hearse for almost any given operating environment and 
develop an exploitation capability. Such rehearsals are 
even possible with specialized computer-controlled sys-
tems, as demonstrated, for example, by Stuxnet 
(tinyurl.com/3vol5nk). 

Thus, The Three Tenets threat model posits that three 
ingredients are necessary and sufficient for cyber-phys-
ical vulnerabilities to exist: i) a system susceptibility, ii) 
threat accessibility, and iii) threat capability. The three 
threat-model elements are illustrated in Figure 5. This 
figure depicts the co-occurrence of those ingredients as 
the space of vulnerabilities and therefore successful at-
tacks.

Additional evidence that this vulnerability model is suit-
able comes from so-called routine activity theory (RAT) 
(Cohen and Felson, 1979; tinyurl.com/pml7vcq) that is used 
in criminology. This theory posits that crimes occur 
when three elements coincide: i) there is a motivated of-
fender, ii) there is a lack of guardianship, and iii) there 
is a suitable target. The elements of RAT and the threat-
model elements listed above have a clear correspond-
ence: capability = motivated offender, accessibility = 
lack of guardians, susceptibility = suitable target. Our 
threat model is also related to “means, motive, and op-
portunity” arguments for convincing a jury of a sus-
pect's guilt. The point is that previous work in 
criminology is relevant and consistent with our ap-
proach to cyberthreat modeling. 

With these three necessary and sufficient conditions for 
cyber-physical vulnerabilities to exist, we can develop 
mitigation techniques and metrics for each condition. 
These mitigation techniques are called The Three Ten-
ets and correspond to each condition outlined above. 
Collectively, The Three Tenets comprise a system secur-
ity engineering approach consisting of both a secure 
design methodology and an assessment tool for secur-
ity evaluation. The Three Tenets are introduced and de-
scribed below: 

1. Focus on What is Critical: The first Tenet instructs 
the designer to consciously and methodically focus 
on including only those system functions that are es-
sential to the mission. This is an acknowledgement 
of Occam's razor (tinyurl.com/gxvu2) by the system de-
signer. Adherence to this Tenet reduces the number 
of potential susceptibilities, and therefore, the paths 
between the attackers' starting state (i.e., the system 
access points) and goal states in which mission-es-
sential functions, critical security controls, or critical 
data are compromised. This Tenet eliminates those 
access points and susceptibilities associated with un-
needed functionality. 

2. Move Key Assets Out-of-Band: The second Tenet in-
structs the designer to consciously differentiate 
between user access and attacker access for a given 
system's mission. This Tenet modifies system avail-
ability and is accomplished by moving the data/pro-
cesses used by mission-essential functions, their 

Figure 5. The three ingredients necessary and sufficient 
for cyber-physical vulnerabilities to exist 

http://en.wikipedia.org/wiki/Electronic_warfare
http://oai.dtic.mil/oai/oai?verb=getRecord&metadataPrefix=html&identifier=ADA378836
http://en.wikipedia.org/wiki/Stuxnet
http://www.jstor.org/stable/2094589
http://en.wikipedia.org/wiki/Occam's_razor
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security controls, and associated access points out-
of-band of the attacker either logically, physically, or 
both. By "out-of-band" we mean not accessible by 
the attacker through their preferred or available ac-
cess methods. Adherence to this Tenet reduces 
threat access for a given mission (i.e., use case) and 
may enable unalterable observations of system state 
by a security control sensor. The extent and strength 
of access differentiation between the user and attack-
er is greatly influenced by the type of out-of-band 
mechanism employed and whether it is done in soft-
ware or hardware. 

3. Detect, React, Adapt: The third Tenet instructs the 
designer to employ dynamic sensing and response 
technologies (e.g., a security control sensor or refer-
ence monitor) that mitigate the threat's capabilities 
and exploitation attempts through automated 
(preferably autonomic) system behaviour. Adher-
ence to this Tenet confounds the attacker's capabilit-
ies by making the system's defences unpredictable 
(i.e., nonstationary) and adaptive (i.e., with penal-
ties) instead of merely being passive. 

Just as each ingredient of the threat model has ground-
ing in EW and classical criminology theory, each of The 
Three Tenets has been advocated and practiced in one 
form or another by computer security researchers and 
developers in the past. Further details and a more com-
prehensive treatment of The Three Tenets is available 
in a longer and more technical article (Hughes and
Cybenko, 2013; tinyurl.com/l5wl5nt). 

The Three Tenets provide a quantitative basis for the 
following security metrics, which are merely illustrative 
of more comprehensive and quantitative metrics that 
are possible: 

1. System Susceptibility Metric: In its simplest in-
stance, this system-construction metric instructs us 
to minimize the number of functionalities and ser-
vices that act as access points to system-critical func-
tions. This “reachability” metric is a direct 
consequence of the first Tenet: to identify, imple-
ment, and protect only what is mission critical. 

2. Access Point Metric: Minimize the amount of in-
put/output and system processes visible to an attack-
er. This metric is a direct consequence of the second 
Tenet: to move critical data “out-of-band.” Enumera-
tion of “in-band” versus “out-of-band” access points is 
one way to measure application of the second Tenet. 

3. Threat Capability Metric: Minimize useful insight in-
to system operations in the sense that data observed 
at one time may or may not be similar or consistent 
with data observed at another time or on another sys-
tem by the attacker. This “evidence variability” met-
ric is a direct consequence of the third Tenet: to 
detect, react, and adapt. It is referred to by cyberse-
curity practitioners as a “moving target defence.” 

These metrics can be readily measured by an enumera-
tion of access points and data input/output or process 
observations together with determination of system 
functional behaviour. 

Moreover, there are clear economic and effectiveness 
tradeoffs between, for example, implementing Tenet 3 
(detect, react and adapt) and Tenet 1 (implementing 
only mission-critical functionality). These tradeoffs can 
be addressed through a QuERIES-type methodology 
and are the subject of ongoing work. 

Conclusion

In this article, we have presented threat-driven, de-
scriptive security methodologies that enable reasoning 
about cyber-physical system design in a strategic fash-
ion. We feel that this approach is a clear alternative to 
traditional prescriptive approaches to cybersecurity 
that provide little insight into the comparative value of 
security solutions given the entirety of the system secur-
ity trade-space. Underpinning our methodologies is the 
concept of “time-to-compromise.” We suggest that this 
is a fundamental metric associated with any adversarial 
environment and that cyber-physical system security is 
no different than physical security in this respect. Con-
crete metrics are described that are functionally related 
to and expand upon time-to-compromise. These met-
rics serve as informative and quantitative guides in se-
cure system design. Future work will describe the 
mathematical underpinnings of The Three Tenets and 
provide a more complete derivation of the resultant 
quantitative security metrics. Additionally, the benefits 
of analyzing complex system security by employing 
probabilistic formulations such as QuERIES and the 
CIA analysis will be illustrated via reduction to practice 
for varying use cases. Finally, we intend to develop a 
more explicit coupling of these methodologies to a life-
cycle security analysis for cyber-physical systems.

http://www.dartmouth.edu/~gvc/tenets.pdf
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An Enterprise Security Program and
Architecture to Support Business Drivers

Brian Ritchot

Introduction

Many organizations find that their existing security 
controls are preventing them from getting something 
done or are reducing their effectiveness. Conversely, an 
organization may question if there is sufficient protec-
tion for information that is to be shared with a new 
business partner, customer, or the general public. If a 
critical system is compromised, what will be the busi-
ness impact? 

In order for a security program to be effective, it must 
demonstrate value to the business while avoiding the 
traditional pitfalls associated with the perception of se-
curity being an inconvenience and an obstacle to effect-
ive business operations. Security practitioners are 
challenged to consider security in the context of the 
business and understand the duality of risk: some risks 
represent business opportunities and should therefore 

be accepted. However, risk avoidance is a common 
practice within IT organizations, where security ex-
penditures, policies, procedures, and technologies are 
not proportional to the risk appetite of the business. 
When security controls become overly intrusive to em-
ployees of a business, and in fact impede business oper-
ations, individuals will seek the means to bypass these 
controls. This desire to avoid security is due to the per-
ception that security is an obstacle. As a result of this se-
curity avoidance, new risks are introduced, however are 
not known to the security team and cannot be mon-
itored and managed.

The situation describes a common struggle faced by 
most organizations. Organizations strive to  achieve the 
appropriate balance between security controls to pro-
tect business information, while also allowing  their em-
ployees to be productive and share information easily. 
Achieving this balance requires information assurance.

This article presents a business-focused approach to developing and delivering enterprise 
security architecture that is focused on enabling business objectives while providing a 
sensible and balanced approach to risk management. A balanced approach to enterprise 
security architecture can create the important linkages between the goals and objectives of 
a business, and it provides appropriate measures to protect the most critical assets within 
an organization while accepting risk where appropriate. Through a discussion of informa-
tion assurance, this article makes a case for leveraging enterprise security architectures to 
meet an organizations' need for information assurance. The approach is derived from the 
Sherwood Applied Business Security Architecture (SABSA) methodology, as put into prac-
tice by Seccuris Inc., an information assurance integrator. An understanding of Seccuris’ 
approach will illustrate the importance of aligning security activities with high-level busi-
ness objectives while creating increased awareness of the duality of risk. This business-
driven approach to enterprise security architecture can help organizations change the per-
ception of IT security, positioning it as a tool to enable and assure business success, rather 
than be perceived as an obstacle to be avoided.

We will bankrupt ourselves in the vain search for 
absolute security.

Dwight D. Eisenhower (1890–1969)
34th President of the United States

“ ”
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This article will provide an initial understanding of in-
formation assurance and present the case for lever-
aging enterprise security architectures to meet an 
organization's need for information assurance. The ap-
proach is derived from the Sherwood Applied Business 
Security Architecture (SABSA; tinyurl.com/9hg3se2) meth-
odology, as put into practice by Seccuris Inc. Seccuris 
(seccuris.com) is a Canadian information assurance integ-
rator that helps organizations achieve their business 
goals through effective management of information 
risk. To help customers effectively manage risk and cap-
italize on business opportunities, Seccuris has come to 
rely on business-driven enterprise security architec-
tures. Seccuris adopted the SABSA methodology for en-
terprise security architectures to provide organizations 
with the often-missing critical link in effective cyber-
threat mitigation. This missing link is an appropriate 
understanding of business goals and a structured re-
peatable process with which to identify assets of critical 
value to the organization and deliver appropriate safe-
guards within an established risk appetite.

An understanding of Seccuris’ approach will illustrate 
the importance of aligning security activities with high-
level business objectives while creating increased 
awareness of the duality of risk. The business-driven ap-
proach to enterprise security architecture can help or-
ganizations change the perception of IT security, 
positioning it as a tool to enable and assure business 
success, rather than an obstacle to be avoided.

The article is intended for senior executives within an 
organization who are trying to rationalize an appropri-
ate balance between the protection and availability of 
information that supports the business. The article will 
also help security practitioners, in particular security ar-
chitects, understand how to align security initiatives 
with business goals to deliver an effective security pro-
gram.

Information Assurance

Information assurance relates to the management of 
risk and security related to the use, processing, storage, 
and transmission of data. It is part of a broader cat-
egory, known as information security, that is predomin-
antly focused on IT security controls and processes. IT 
security deals primarily with the confidentiality, integ-
rity, and availability of information and provides mech-
anisms to protect these aspects. When information is 
compromised, the result is a change in state of one of 
these aspects.

1. Confidentiality: ensures that privileged or sensitive 
information is accessible only to those individuals 
with a valid requirement to view and access the in-
formation. It is particularly important when concern-
ing personal information, intellectual property, and 
classified or sensitive information in a government 
context.

2. Integrity: refers to a lack of corruption in data or 
overall consistency. When integrity of information is 
compromised, it creates a lack of trust wherein data 
may have been manipulated, changed, or deleted.

3. Availability: relates to having access to authorized in-
formation when it is required. Should information be 
affected so it cannot be accessed when needed and 
authorized, then availability has been compromised.

Information risk arises when the confidentiality, avail-
ability, or integrity of data can be compromised. To mit-
igate risk, controls can be developed and implemented 
to provide increased assurance of information. A con-
trol is a safeguard or countermeasure designed to 
avoid, minimize, or counteract risk.

The practice of information assurance relies on the 
identification of risk and the application of appropriate 
controls. However, over time, this practice has come to 
be categorized as "risk adverse" and to be seen as an im-
pediment to business effectiveness. Information secur-
ity professionals are labelled as obstacles to successful 
implementation and delivery of IT solutions. The result-
ing business culture is reluctant to involve and solicit 
input from IT security teams, because the input can cre-
ate business risk for a project and delay implementa-
tion. This view comes from the practice of creating a 
risk-avoidance approach to information security, based 
solely on technical threats, identification of risk, and 
use of as many controls as possible to mitigate risk. The 
end result of this practice is a security program that 
fails in its effectiveness, given reluctance at an organiza-
tional level to involve security in the early stages of pro-
jects and planning. True information-assurance 
practices must also recognize the value and importance 
of making information available and establishing safe 
information-sharing practices.

In the first 6 months of 2010, McAfee (2010; tinyurl.com/
n7rykk6) discovered over 10 million new pieces of mal-
ware. According to the US Intellectual Property Com-
mission Report (IP Commission, 2013; tinyurl.com/
pnyjnod), hundreds of billions of dollars are lost each 

http://en.wikipedia.org/wiki/Sherwood_Applied_Business_Security_Architecture
http://seccuris.com
http://www.mcafee.com/ca/resources/reports/rp-quarterly-threat-q2-2010.pdf
http://www.ipcommission.org/report/IP_Commission_Report_052213.pdf
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year to the theft of intellectual property. Increasingly, 
this theft is the result of cyberattacks against United 
States' electronic infrastructure. Sophisticated samples 
of malware have been discovered in recent years, with 
demonstrated capability to attack SCADA control net-
works (tinyurl.com/jcrlz) and negatively impact critical in-
frastructure. The two most notable examples are 
"Stuxnet" and "Flame" (Klochender, 2013; tinyurl.com/
l6vb6ja). Together, all of these examples illustrate a fail-
ing in existing information assurance practices and a 
rise in the sophistication and capabilities of cyber-
adversaries. When faced with these challenges, many 
organizations may default to implementing more secur-
ity controls to minimize vulnerabilities and deny cyber-
adversaries access to systems. An approach focused 
solely on controls will ultimately prove unsuccessful 
given the resourcefulness and capabilities of malicious 
threat actors, as demonstrated in the examples above. 
Through a history of assisting customers across mul-
tiple sectors and varying levels of government, Seccuris 
has identified a common thread: while most organiza-
tions are security conscious and acknowledge the need 
for good IT security practices, they lack the necessary 
knowledge needed to build effective security programs. 

Security programs should be designed to provide ap-
propriate protection for information and information 
assets. This protection should be tailored to the envir-
onment, which requires the identification of what in-
formation is most vital to an organization. Without a 
clear understanding of priorities for information, and 
information security, organizations are incapable of pri-
oritizing control improvements. A lack of a structured 
security architecture impacts all aspects of an organiza-
tion's IT security program, including threat monitoring, 
vulnerability management, identity management, and 
incident response just to name a few. Effective security 
operations require effective security architecture.

Sherwood Applied Business Security
Architecture (SABSA)

When security is found to be cumbersome or intrusive 
into business practices, loopholes and shortcuts are 
taken to bypass the implemented controls, creating in-
creased risk that is not accounted for and is easily capit-
alized upon by threats seeking to compromise the 
confidentiality, integrity, and availability of data. The 
Sherwood Applied Business Security Architecture 
(SABSA) methodology for an enterprise security archi-
tecture and program can be leveraged to address this 
shortcoming (Sherwood, et al., 2009; tinyurl.com/mkggknj).

In essence, the SABSA approach is centered on making 
security a business enabler rather than an obstacle and 
avoidable inconvenience. The SABSA approach creates 
an understanding of an organization’s business object-
ives and provides a structured approach to designing a 
security program that supports these objectives. Secur-
ity does not hinder business objectives, but instead 
provides assurances around operational risk that could 
negatively impact the business and, in fact, enables the 
organization to take on new strategic opportunities.

SABSA is a unique approach to information assurance 
because it seeks to align security programs with an or-
ganization's fundamental business objectives and 
drivers. In doing so, the SABSA approach treats risk as 
something that can not only hinder a business, but can 
also enable new opportunities. It is necessary for organ-
izations to accept risk in order to do business and be ef-
fective. Embracing the right type of risk has the 
potential of leading to good fortune for a business 
(Card, 2013; timreview.ca/article/696) .

An important element to consider when selecting an ar-
chitectural framework for security, is that many organiz-
ations already have an established IT architecture 
program to facilitate delivery of IT projects. Some exist-
ing architectural frameworks include the Open Group 
Architecture Framework (TOGAF; tinyurl.com/yj72xcf) and 
the Zachman Framework (tinyurl.com/4axvn2e); however, 
such frameworks do not traditionally address security 
requirements. Furthermore, many organizations imple-
ment service-management programs to manage and op-
erate IT systems and services. The Information 
Technology Infrastructure Library (ITIL; tinyurl.com/
mukhg) is an example of such a service-management 
framework. SABSA is unique among architectural frame-
works in that it does not seek to replace or interfere with 
these existing frameworks and practices, but instead in-
tegrates with them and provides the necessary tools to 
align and support existing architectural programs. This 
ease of alignment with existing frameworks and the fo-
cus on leveraging security as a business enabler are key 
criteria that affected Seccuris’ decision to leverage 
SABSA as a framework for delivering enterprise security 
architectures.

To make security relevant to all stakeholders within an 
organization, the SABSA framework introduces a layered 
approach to architecture. Each layer corresponds to a 
different player's view within the organization as it 
relates to specifying, designing, constructing, and oper-
ating a security architecture, as shown in Figure 1.

http://en.wikipedia.org/wiki/SCADA
http://www.globalresearch.ca/with-new-malware-virus-israel-fans-a-virtual-flame-against-iran/31169
http://www.sabsa-institute.com/members/sites/default/inline-files/SABSA_White_Paper.pdf
http://timreview.ca/article/696
http://en.wikipedia.org/wiki/The_Open_Group_Architecture_Framework
http://en.wikipedia.org/wiki/Zachman_Framework
http://en.wikipedia.org/wiki/Information_Technology_Infrastructure_Library
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For each of the architectural views in Figure 1, SABSA 
encourages security architecture to consider the follow-
ing key questions:

1. What are you trying to protect at each layer? (Assets)

2. Why are you protecting these assets? (Motivation)

3. How will you achieve your objective? (Process)

4. Who is involved in applying security? (People)

5. Where are you applying security? (Location)

6. When are you applying security?(Time)

SABSA provides the theory and background knowledge 
essential to delivering business-driven security architec-
tures; however. the practice of delivering the architec-
ture is left up to the security practitioner. As described 
in the next section, Seccuris has developed a repeatable 
process and procedures that answers the above ques-
tions for each layer of the architectural model.

Enterprise Security Architecture:
Establishing the Business Context

A business-driven approach to enterprise security archi-
tecture means that security is about enabling the ob-
jective of an organization by controlling operational 
risk. This business-driven approach becomes  a key dif-
ferentiator to existing security practices that are fo-
cused solely on identifying threats to an enterprise and 

technical vulnerabilities in IT infrastructure, and sub-
sequently implementing controls to mitigate the risks 
introduced. A purely threat-based approach to risk 
management fails to enable effective security and busi-
ness operations. The term security will carry very differ-
ent meanings to different organizations. For example, 
consider security as it relates to a military organization 
and security related to an online retailer that processes 
credit card information. The business models for these 
two organizations will be very different and, as a result, 
the security programs should be unique and relevant 
to their underlying businesses. A military organization 
may determine that the most critical asset to protect is 
the life of its soldiers as they are engaged in military 
operations. To provide assurance as to the safety of a 
soldier, complex security architectures are needed to 
protect information and information systems that 
could impact the soldiers' safety. Solutions could 
range from ensuring that logistic systems that manage 
the delivery of supplies, food, and ammunitions re-
main available and that data integrity is protected to 
protecting confidentiality of mission plans and milit-
ary intelligence that, if compromised, could cause con-
siderable harm to war fighters. Conversely, an online 
retailer is likely most concerned with compliance with 
standards set by the payment card industry. These 
standards are tailored to protect the confidentiality of 
personal information and the integrity of transactions. 
An online retailer may have lower thresholds for avail-
ability then a military logistics system. The needs for 
confidentiality, availability, and integrity of data must 
be balanced and appropriate to the business activity.

Figure 1. The SABSA model for security architecture
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Developing a security architecture begins with an un-
derstanding of the business, which is achieved by defin-
ing business drivers and attributes. A business driver is 
related to the organization’s strategies, operational 
plans, and key elements considered critical to success. 
A business attribute is a key property of the strategic ob-
jectives that needs to be enabled or protected by the en-
terprise security program. An organization’s senior 
executives, who set the long-term strategy and direc-
tion of the business, can typically provide knowledge re-
garding business drivers. The drivers are often reflected 
in an organization’s mission and vision statement. Con-
sider our military organization, which may have a stra-
tegic objective of “operational excellence”. This 
business driver can be distilled into relevant attributes 
that require assurance to satisfy the overarching busi-
ness driver. Conversely, the online retailer may have a 
strategic objective of being "customer focused", as ex-
pressed in their vision statement to provide a superior 
online shopping experience.

Business attributes can generally be identified through 
an understanding of the business drivers that are set by 
the top levels of an organization. Security architects will 
often conduct structured interviews with senior man-
agement in order to identify business attributes by de-
termining the essence of what is conveyed by high-level 
business drivers. In the example of the business driver 
labelled “operational excellence”, the executives might 
be referring to the availability, reliability, and safety of 
their operations and resources. In this case, the busi-
ness attributes defined are “available”, “safe”, and “reli-
able”. Each attribute is then linked to the business 
driver they support. This pairing of a business driver 
and attribute results in the creation of a proxy asset. 
Again, building on our example, a sample proxy asset is 
“operational excellence” with the attribute of “avail-
able”. Each proxy asset is owned by the organization 
and is assessed as having value to them. The fact that 
the proxy asset has value sets the requirement that it 
should be protected. The value of these proxy assets is 
difficult to define given that they are often intangible 
and exist at a very high level. Despite being unable to 
assign a monetary value to a proxy asset, it is still pos-
sible to identify risks that may act against the asset. Our 
online retailer may have attributes of “confidential”, 
“reputable”, and “error-free”. 

An inventory of proxy assets can be maintained by the 
security architect and will be considered as key assets 
to the organization. This is later used to conduct a busi-
ness threat and risk assessment to identify risks to the 
business. It is through a business threat and risk assess-

ment that the sometimes-competing aspects of confid-
entiality, integrity, and availability can be reconciled. 
When the overall objective and needs of a business are 
understood, through proxy assets, then impact can be 
understood as it relates to confidentiality, integrity, and 
availability. Understanding of the business helps prior-
itize which of these elements is most important, and 
which aspects of the business are most in need of pro-
tection. 

Identification of Risk

Traditional threat-based risks are those that can be mit-
igated via a control because they would result in the 
loss of value. Many organizations rely on threat risk as-
sessment to create an inventory of threats that may 
have a negative impact on the business. These threats 
are then mapped to vulnerabilities that, when ex-
ploited, result in a compromise to the organization's 
business. Managing this risk often relies on the deploy-
ment of security controls that offer a form of mitigation. 
Consider, for example, an external website that has a 
technical vulnerability that could result in a threat that 
exploits this vulnerability, such as a denial-of-service at-
tack, which would render the website inaccessible. 
Threat-based risk analysis would identify the threat and 
provide recommendations on control improvements to 
decrease the risk. This may include the deployment of a 
web-application firewall to provide intrusion-preven-
tion capabilities, increased network monitoring, the de-
ployment of additional firewalls, and software upgrades 
to reduce the vulnerability. 

The traditional approach described above successfully 
identifies risk based on an analysis of possible threats 
and provides the means of mitigating that risk. The rela-
tion of the risk to business impact, however, is missing 
in this approach. Perhaps the server is used for testing 
with a small number of business partners, and denial of 
service is not a risk of importance. The implementation 
of controls sometimes does not offer protection for 
what is truly important to the business. Controls can in-
crease complexity within the network and incur costs 
that could have been avoided. When identifying risk us-
ing only threat-based approaches, key information is 
likely missing, which could have informed a security ar-
chitect on where to prioritize control improvements. 
Another problem with threat-based approaches is that 
they do not consider the potential opportunity that can 
be realized when embracing risk.

Consider the non-traditional idea that risks can also be 
categorized as opportunity-based – this perspective is 
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lacking from traditional information assurance prac-
tices. An opportunity-based risk can increase the value 
of an asset. This approach enables us to understand the 
duality of risk. Some risks should be mitigated, while 
others might be accepted as something that cannot ne-
cessarily be avoided; businesses always operate with 
some level of inherent risk.

When a business and security architects understand 
the duality of risk, they can also focus on risk accept-
ance rather than just risk avoidance. To this end, the or-
ganization develops key performance indicators (KPIs) 
and key risk indicators (KRIs). KPIs are measures of the 
value and performance of business attributes in the 
context of the business driver. KRIs are measures of 
risk, and they establish risk thresholds to provide early 
warning when a risk will exceed an organization’s risk 
tolerance. 

In our military example, we identified “operational ex-
cellence” as a business driver and “available” as an at-
tribute. Developing a KPI around the availability of 
operational systems would allow the organization to 
measure the availability and uptime of a key business 
application. The performance of this application could 
be tracked over time to ensure that it remained avail-
able and supported the business driver of “operational 
excellence”. Conversely, the same example could be 
considered from a different angle and result in the de-
velopment of a KRI. A KRI differs from a KPI in that it es-
tablishes a threshold or condition that creates a 
warning state. Monitoring of KRIs provides an indica-
tion when risk is about to exceed established tolerance 
levels. In our example, a KRI might enable ongoing 
measurement of the time that an application is inac-
cessible. The system may be inaccessible due to tech-
nical circumstances such as network failure, software 
updates, or other IT incidents. Measuring the time that 
an application is inaccessible will facilitate identifica-
tion of an established threshold that sets unacceptable 
behaviour. When the key business application ap-
proaches this threshold, alerts can be generated to 
warn that the established risk tolerance is soon to be ex-
ceeded.

In our online retailer example, the attribute “error free” 
can apply to the processing of financial transactions. In 
order to provide a consistent experience for users and 
to maintain customer confidence, the online retailer 
wants to ensure that any transactions are without error. 
A KRI can be created to capture any time a financial 
transaction is disputed due to a potential error. It is 
likely that a very low threshold would be established 

and any errors would trigger appropriate response to in-
vestigate and remediate the cause of the error.

Regardless of the indicator selected (i.e., KPIs or KRIs), 
when considered in the context of business drivers and 
attributes, it becomes possible for security to have suffi-
cient information to consider risk within the context of 
business objectives. This understanding of risk will con-
tribute to an overarching model of business risk, which 
is needed for a security architect to successfully devel-
op security architecture at an enterprise level.

Creating a Model of Business Risk 

A model of business risk provides a mechanism for 
quantifying risk and ensuring that it remains relevant to 
business drivers and attributes (as described above). 
The business-risk model builds on the understanding 
of risk, centered on the established proxy assets as well 
as KRIs and KPIs. In addition to the proxy assets and 
KPIs and KRIs, there are other models that also must be 
developed and understood to complete the business-
risk model: i) trust models and business relationships, 
ii) threats operating against the business, and iii) safe-
guards that have been implemented. This approach is 
similar to a threat risk assessment; however, the differ-
ence is that a  threat risk assessment measures the risk 
to a system or IT environment. An enterprise security 
architecture measures the risk to the proxy assets that 
represent the organization’s business.

Trust models
Trust needs to be considered in the context of the over-
all business as a business attribute, not a technical one. 
Whenever two or more entities are required to interact 
and exchange information, trust must first be estab-
lished between the two entities. Trust can be estab-
lished through registration of the entity by the other. 
The registering entity will then trust the entity that has 
been registered, based on assurance mechanisms. The 
levels of assurance required to establish this trust vary, 
based on the degree of risk involved.

As an example, consider a shopkeeper selling lottery 
tickets to a customer. For the shopkeeper to trust the 
customer, they require a valid form of identification, 
such as a driver’s licence, to validate the customer's 
age. The decision to require the driver’s licence is based 
on a risk decision taken by the shopkeeper on whether 
the individual appears of age or not. Conversely, the 
customer must trust the shopkeeper as a valid mer-
chant authorized to sell lottery tickets. This trust is es-
tablished through the clear display of the lottery licence 
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issued and validated by the government. Once these as-
surances are validated, the shopkeeper and customer 
establish a two-way trust relationship to complete the 
transaction.

Understanding business risk requires that relationships 
internal and external to a business are properly under-
stood. Evaluation is required to gather information re-
lated to the criticality of a relationship, the sensitivity of 
information shared, and existing methods of assuring 
trust between the parties involved in a relationship. A 
security architect can explore the relationships both in-
ternal and external to an organization to identify the 
points where information is exchanged. This informa-
tion can be used by a security architect to layer logical 
relationships to the physical IT environment to priorit-
ize the placement of controls to assure trust and protect 
information as it is exchanged as part of business rela-
tionships.

Threat models
Threats are entities or things, operating against a busi-
ness, that cause damage or harm to an organization. 
Developing an understanding of threats is an important 
step in developing awareness of business risk. Typic-
ally, safeguards are implemented to mitigate damage 
caused by a threat that is exploiting a vulnerability. A 
threat may be a deliberate action taken by an entity or 
it may be accidental, based on an unintentional realiza-
tion of a scenario that creates risk. Natural hazards, 
such as fire and flood, are threats that may impact a 
business. Understanding these threats, the likelihood of 
them operating against a business, and the gravity of 
consequences should they succeed, helps in creating a 
prioritization of threats based on the impact and likeli-
hood of being realized.

In the case of our military organization a threat to avail-
ability may materialize from a hostile government 
agency or military that would seek to disrupt the avail-
ability of key systems essential to effective military oper-
ations. The online retailer would not necessarily be 
concerned with military threats, and would instead con-
sider organized crime as a threat that would seek to ab-
use the technical application in the retailer 
environment for the purposes of financial gain. This 
threat may include gaining access to confidential cus-
tomer data for identity theft, or exploiting application 
vulnerabilities to order receive goods without paying 
full price. The threat model can be made relevant to the 
organization by considering threats that affect that 
proxy assets defined earlier in the process.

Safeguards
The final model required to establish the business risk 
model is an understanding of existing safeguards and 
any gaps that exist in mitigating risk associated with 
threat activity. Industries follow various standards of 
best practice and frameworks to assess their relative 
maturity regarding security controls and safeguards im-
plemented to mitigate risk.

A popular general purpose control framework is ISO 
27002 (tinyurl.com/lcz75nz), which is provided by the Inter-
national Organization for Standardization (ISO). This 
standard provides industry best practices for informa-
tion security management. Other control frameworks 
specific to industries include the North American Elec-
trical Reliability Corporation (NERC) Critical Infrastruc-
ture Protection (CIP; tinyurl.com/l22ggon) standard and 
the International Society of Automation (ISA; isa.org) 
standards. Selecting the appropriate framework is an 
important step in conducting a review and identifying 
relevant gaps. Each business will have a unique set of 
controls relevant to their industry and the regulated pro-
tection required. Once a control framework is selected, a 
review of the controls can be undertaken along with as-
sessment of the maturity level for each control and the 
extent to which it is implemented in the business.

Once all data around risks, relationships and trust, 
threats, and control effectiveness have been gathered, 
the inherent risk to a business can be described and 
represented. An initial assessment is undertaken where 
the business impact of a risk being realized is 
considered, irrespective of any existing controls, to 
quantify the severity of risk. Based on this understand-
ing of the inherent risk, a security architect can identify 
areas for improvement that will manage risk and estab-
lish acceptable thresholds. Inherent risk is a measure of 
the risk to the enterprise prior to any controls being 
implemented. 

Risk can be classified on a scale tailored to meet an or-
ganization’s need; however, fundamentally, risk will be 
quantified as negligible, acceptable, significant, or 
severe. In the case of negligible risk, no action is re-
quired, whereas acceptable risk requires monitoring to 
ensure it remains at an acceptable level. Significant and 
severe risks require action to establish an appropriate 
risk threshold in which the business is comfortable op-
erating, to maximize opportunities. The resulting risk 
score is known as residual risk, which is the risk that re-
mains after security controls and improvements are se-
lected, approved, and implemented in an environment. 

http://www.iso.org/iso/catalogue_detail?csnumber=50297
http://www.nerc.com/comm/CIPC/Pages/default.aspx
http://www.isa.org/
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Improvements to controls can be simulated and new 
risk scores can be calculated to develop risk-reduction 
strategies. This process shows how security improve-
ments can affect enterprise-wide risk. Because various 
improvements carry different complexities and cost, 
multiple models can be constructed to show options 
and potential benefits over time as control improve-
ments are made. This approach allows an understand-
ing of risk appetite and provides the overall 
business-risk model.

Using a Business-Risk Model to Drive
Security Architecture

Once a business risk model has been completed, a se-
curity architect can leverage this information to create 
logical security services. A logical service is specified in-
dependent of any physical mechanism that might be 
used to deliver the service. Most importantly, a logical 
service is driven from the business attributes and the 
business-risk model. A security service is therefore a 
combination of security controls that work together to 
support the delivery of a valued business service. A 
number of security services can be developed to 
provide "defence in depth" and increase the overall as-
surance of information that is important to the busi-
ness. Sample security services that can be created may 
include threat management, vulnerability manage-
ment, and network access. These services will form part 
of a security-services catalogue and, as a result, services 
can be selected and implemented based on the needs 
of a specific business initiative. Unlike traditional secur-
ity controls, these services are derived from business 
drivers and attributes, and they provide traceability to 
the business objectives.

The services to be designed will draw on the informa-
tion gathered in the business-risk model, particularly 
the understanding of relationships expressed as physic-
al boundaries where information is shared, threats that 
are operating against the environment, and opportunit-
ies for control enhancements to mitigate the risks intro-
duced by threats. The added benefit of developing 
security services based on the business-risk model is 
that full traceability can be maintained, thereby demon-
strating that security initiatives are tied to supporting 
an organization's business and effectively managing 
both threat- and opportunity-based risk.

Relevance to Cybersecurity

Although the concept of enterprise security architec-
ture does not provide a concrete technical tool with 

which to counter advanced persistent threats or zero-
day attacks, it provides a critical tool for identifying and 
assessing assets of value to an organization. This step is 
often missing when developing security programs, 
which can lead to the deployment of controls without a 
proper understanding of how they can hinder or sup-
port the overarching business objectives. 

Consider our two examples: the military organization 
and the online retailer. Both are likely to have an Inter-
net-accessible website. The purpose of these websites 
would be very different in both cases. For the military, it 
likely provides general information at the unclassified 
level to the general public; it would not likely be used 
for operational missions and would be in a separate net-
work segment from critical operational systems. The 
online retailer, however, would use the website as a 
front-end to their e-business, where the website 
provides customers with the ability to browse and pur-
chase merchandise. If both organizations have an enter-
prise security architecture, they are better equipped to 
respond to, and deal with, threat activity when it mater-
ializes against the website. 

In the event of a zero-day attack against their webserv-
er, the military would realize that the attack did not af-
fect any critical information and was not related to a 
key relationship that was foundational to success of the 
organization. During incident response, the effort and 
tools used to respond would be appropriate, and con-
trol improvement would be balanced based on cost, im-
pact, and risk tolerance. Although the reputation of the 
organization may be damaged should the information 
become public, the overall business impact would be 
minimal. The online retailer, however, would need a 
much different response based on their business needs. 
Furthermore, the logical security services that we al-
luded to would be geared towards protecting confiden-
tiality and ensuring error-free processing. Although the 
discussion of logical-service design falls outside of the 
scope of this article, consider briefly the concept of vul-
nerability management. The online retailer would likely 
perform regular web-application assessments and vul-
nerability testing against its website and web applica-
tion to appropriately protect customer data. The 
military organization, also implementing a vulnerabil-
ity-management program, would most likely scan the 
website on a much less frequent basis and focus efforts 
on securing mission-critical systems, requiring high 
availability.

An enterprise security architecture helps organizations 
identify assets of critical importance to their organiza-
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tion. Attempting to counter emerging cyberthreats 
without a clear understanding of the business needs of 
an organization will result in ineffective security con-
trols and practices. When security is considered in the 
context of the enterprise, as both an enabler and means 
of assuring business success, control improvements 
can be tailored to the environment to address more 
sophisticated and complex threat scenarios. In the 
cases of 10 million new malwares every six months, in-
tellectual property theft in the billions of dollars, and 
sophisticated intrusions such as Stuxnet, organizations 
are often incapable of prioritizing security initiatives, 
and they default to technical solutions without proper 
identification of critical assets and information. The cy-
ber-challenge requires that organizations be better 
equipped than the threats acting against them, and an 
enterprise security architecture provides this capability.

Conclusion

For information assurance to effectively strike the ap-
propriate balance between the protection of informa-
tion and making the correct information easily 
assessable to authorized parties, an enterprise security 
architectures needs to be developed with a focus on 
business goals. An enterprise security architecture 
should provide a means of mitigating risk while also 
supporting the business to pursue new opportunities. 

The approach described in this article provides security 
practitioners and senior executives with the knowledge 
and foundational information needed to connect secur-
ity performance to business performance. As the IT 
threats facing an organization continue to grow in 
volume and variety, a reasonable approach is needed to 
address threats while continuing to support the opera-
tions of the business. Organizations that focus solely on 
the eradication of threats and vulnerabilities when de-
veloping security architecture risk creating an environ-
ment where security becomes an obstacle to 
operations. A business-driven approach to security ar-
chitecture helps organizations prioritize where controls 
are needed to protect critical information, and it helps 
them define what level of risk is acceptable.

http://creativecommons.org/licenses/by/3.0
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Protecting Critical Infrastructure by
Identifying Pathways of Exposure to Risk

Philip O’Neill

Introduction

The complex connectedness of infrastructure, pro-
cesses, commodities, and services in our society gives 
rise to risk. Failure of any particular system or service 
can cause far-reaching harm propagated through net-
works of other systems. A striking example is the elec-
trical power failure that crippled much of Ontario and 
the northeastern United States in August 2003 
(tinyurl.com/6qa5ode). The triggering event was a software 
bug in a control room system in Ohio, and it allowed a 
disastrous power surge to cascade through the power 
distribution grid. In addition to the usual direct effects 
of a power failure, unanticipated indirect effects were 
also experienced in the telecommunications, food, and 
transportation sectors. For example, in the Detroit area, 
residents lost water pressure because of failed pumps 
in the water supply system. However, the lack of pres-
sure in the system resulted in potential contamination 

of the drinking water, which resulted in a “boil water 
advisory” after the pressure was restored.

In order to safeguard society, we need to connect with 
our connectedness. Models are needed to prepare for 
all recognized risks so that actions can be taken to 
make our communities, businesses, governments and 
environments as resilient as possible.

Typically, risk analysis of systems with complex de-
pendency relationships is carried out by means of simu-
lation. (A constructive simulation is a computer 
program in which software components mimic the be-
havior of infrastructure entities. Systems dynamics 
(tinyurl.com/yrqbyx) provides a framework and tools for 
building a constructive simulation. However, such 
models are governed by mathematical equations that 
are difficult to calibrate against the real world. Extens-
ive data gathering and complex computer program-

Increasingly, our critical infrastructure is managed and controlled by computers and the 
information networks that connect them. Cyber-terrorists and other malicious actors un-
derstand the economic and social impact that a successful attack on these systems could 
have. While it is imperative that we defend against such attacks, it is equally imperative 
that we realize how best to react to them. This article presents the strongest-path method 
of analyzing all potential pathways of exposure to risk – no matter how indirect or circuit-
ous they may be – in a network model of infrastructure and operations. The method makes 
direct use of expert knowledge about entities and dependency relationships without the 
need for any simulation or any other models. By using path analysis in a directed graph 
model of critical infrastructure, planners can model and assess the effects of a potential at-
tack and develop resilient responses. 

If you can look into the seeds of time, and say 
which grains will grow and which will not, speak 
then to me who neither beg nor fear your favour 
nor your hate."

William Shakespeare (~1564–1616)
Poet and playwright

“ ”

http://en.wikipedia.org/wiki/Northeast_blackout_of_2003
http://en.wikipedia.org/wiki/System_dynamics
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ming are required to create a useful model. Con-
sequently, simulation models are time-consuming and 
costly to develop.

This article presents a technique, called the strongest-
path method, which has been evolving since prepara-
tions began to solve the Year 2000 problem, or “Y2K” 
(tinyurl.com/2z675x). The paradigm, together with calcula-
tion tools and graphical output features, has been im-
plemented under the trade name RiskOutLook 
(riskoutlook.com) as java-based software available exclus-
ively from Deep Logic Solutions Inc (deeplogicsolutions
inc.com).

The strongest-path method fathoms all potential path-
ways of exposure to risk – no matter how indirect or cir-
cuitous they may be – in a network model of 
infrastructure and operations. The method makes direct 
use of expert knowledge about entities and dependency 
relationships without the need for any simulation or any 
other models. It can, however, incorporate results from 
simulation and other models if any are available.

This article will present the strongest-path method as a 
modelling paradigm, founded on risk analysis, that 
makes use of path analysis in a network representation 
of the entities and relationships in the environment of 
interest. The article starts with a description of the fun-
damental ideas in the paradigm. Next, it provides back-
ground information on risk analysis and path analysis in 
representations of networks in order to develop the 
tools for risk analysis used in the strongest-path meth-
od. Next, an example problem is used to demonstrate a 
practical use of the method and tools. Finally, the im-
plications of this approach for planners and managers 
are discussed and conclusions are provided.

The Modelling Paradigm

Modern society can be viewed as a collection of net-
works that overlap and interact with each other. There 
are transportation networks, communications net-
works, energy networks, supply chains, distribution net-
works, social networks, cyber networks, and so on. In 
both private enterprise and public service, from the na-
tional level down to the local community level, planners 
typically divide their planning domain into coherent 
subsets called sectors. For example, at the provincial 
emergency planning level in Ontario, Canada, the fol-
lowing sectors are defined:

• Food 
• Water
• Electricity
• Communications
• Healthcare
• Finance
• Natural Gas 
• Oil
• Transportation
• Government
• Public Safety and Security

Each sector takes inputs from other sectors and, by 
means of its own actors and activities, produces out-
puts that are in turn taken as inputs by other sectors. As 
well, there are internal and external controls and regu-
lations that govern the activities of any sector along 
with monitoring and verification agents who oversee 
the activities and processes. 

Planners describe their domains in terms of the actors, 
actions, controls, agents, inputs, and outputs that exist 
in their sector. For purposes of risk analysis, distinct 
and significant actors that exist in a sector will be re-
ferred to as entities. An interaction between two entit-
ies will be referred to as a relationship. By using a 
mathematical object known as a directed graph, 
RiskOutLook creates a network model of entities and 
relationships that embodies the planner’s domain. En-
tities will be modelled as nodes in the graph and rela-
tionships will be modelled as links in the graph, which 
are called edges. Because all of the edges have a direc-
tion from one entity to another, the graph is a directed 
graph.

A dependency relationship is a special kind of relation-
ship in which there is a transaction between two entit-
ies. The transaction can be physical (e.g., electricity or 
water) or non-physical (e.g., data or instructions). The 
risks in our society that result from connectedness can 
be characterized as stemming from dependency rela-
tionships. The strength of a relationship is measured 
by a weight called the degree of dependence.

Direct dependency relationships are well understood 
by domain experts; indirect dependencies are more 
complex. Modelling and analysis is needed to verify or 
correct intuition and to synthesize expert knowledge 
into a comprehensive assessment of the effects of direct 
and indirect dependencies and their associated risks.

http://en.wikipedia.org/wiki/Y2k
http://riskoutlook.com/
http://deeplogicsolutionsinc.com/
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Risk and Dependency Analysis

For purposes of infrastructure analysis, risk is the pos-
sibility of loss (Rowe, 1988; tinyurl.com/kmo7gd2). The 
strongest-path method describes loss using two dimen-
sions: i) degree of impact and ii) likelihood of occur-
rence. The method then proceeds to aggregate 
assessments of cumulative impact resulting from mul-
tiple pathways of exposure to loss through pathways in 
the network model. 

Estimates of likelihood of occurrence can be made in 
terms of “degree of belief” or “expert judgment”. For the 
purposes of modelling infrastructure, experience has 
shown that a scale of high, medium, and low is suffi-
cient. High-likelihood events are deemed to have more 
than an 80% likelihood of occurrence and low-likeli-
hood events are deemed to have less than 20% likeli-
hood of occurrence during the time interval under 
consideration; all other events therefore have a medium 
likelihood of occurrence. More complex models can be 
created for situations that evolve over multiple time in-
tervals.

An infrastructure is said to “fail” if it falls below a 
threshold level of its expected or required outputs. 
From this definition, we develop the following criteria 
for degree of direct dependence:

1. If failure of entity x inevitably leads to failure of entity 
y, then y has a high direct dependency on x, and con-
versely x has a high direct impact on y.

2. If failure of entity x leads to degradation of entity y to 
the extent that y must enact a contingency plan or re-
sort to alternate operating procedures in order to stay 
above the expected threshold, then y has a medium 
direct dependency on x and conversely x has a medi-
um direct impact on y.

3. If failure of entity x leads to significant degradation of 
entity y, but y can stay above its expected threshold 
without significantly changing its operating proced-
ures, then y has a low direct dependency on x and con-
versely x has a low direct impact on y.

4. If failure of entity x does not lead to significant degrad-
ation of entity y, then y has zero direct dependency on 
x, and conversely x has zero direct impact on y.

A directed path in a directed graph is a sequence of 
nodes with the property that each node in the sequence 

is connected to its successor by an edge. For example, 
in Figure 1, {s→w→x→y} is a directed path, whereas 
{s→w→x→v} is not, because {x→v} does not exist.

In order to derive a method for estimating the impact of 
every node in a graph on all nodes in the graph, path 
analysis is used. In particular, the analysis will be used 
to identify the paths of strongest impact, from any node 
x to any node y (including x itself). The paths of 
strongest impact, will be referred to as strongest paths. 
To visually indicate the strength of impact in a directed 
graph (e.g., Figure 1), the edges are coded as follows: 
red/solid for high impact, orange/dashed for medium 
impact, and yellow/dotted for low impact. 

We have described the effect of a high direct impact 
event on a direct dependent. However, we also need to 
estimate the effect of a medium direct impact event and 
a low direct impact event on a direct dependent. There 
are two dimensions for this estimate: i) the degree of 
the triggering impact event and ii) the degree of the dir-
ect dependency relationship. 

It is reasonable to expect that a strong triggering event 
will have little impact if the degree of dependence is 
low, whereas even a relatively weak triggering event will 
be felt if the degree of direct dependence is high. Thus, 
we estimate that the propagated impact can be no high-
er than the lesser of the triggering degree of impact and 
the degree of dependence. For example, according to 

Figure 1. A directed graph with weighted edges 
(red/solid = high impact, orange/dashed = medium 
impact, yellow/dotted = low impact)

http://books.google.ca/books?id=PkJiAAAAMAAJ
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this principle, a medium-degree triggering impact act-
ing over a low-degree of direct dependence will cause a 
low impact because the degree of direct dependence is 
low, whereas, a medium-impact trigger acting over a 
high degree of direct dependence can cause a medium 
impact because of the high degree of direct depend-
ence. 

As we proceed along a path in Figure 1, our propaga-
tion rule compares the lowest-degree edge we have yet 
encountered with the degree of the next edge on the 
path and sets the triggering degree of impact to the 
lower value. Therefore, the indirect dependence of any 
node on any other node along a selected path is driven 
by the lowest-degree edge along that path. For ex-
ample, consider the graph in Figure 1 and all paths con-
necting s to t. These four paths are shown in Figure 2 
and can be described as follows:

• Path 1 = {s→t} 
• Path 2 = {s→w→x→y→z→t}
• Path 3 = {s→u→v→x→y→z→t}
• Path 4 = {s→u→y→z→t}

Using the propagation rule, we find that the impact of s 
on t from Path 1 is low by virtue of (s, t), the impact of s 
on t from path 2 is medium by virtue of (s, w) and (x, y), 
the impact of s on t from Path 3 is low by virtue of (u, v) 
and (v, x), and the impact of s on t is high from Path 4 
by virtue of all of its edges being high degree. Therefore, 
the indirect dependence of t on s is high and the 
strongest path is Path 4.

Proceeding from the direct impact and likelihood of fail-
ure of each node coupled with the ability to measure 
the strongest path from one node to any other, we can 
calculate other useful metrics. For any nodes x and z in 
any directed graph we can calculate:

1. Strongest-path impact of x on z: This is the 
strongest-path degree of dependence of z on x multi-
plied by the direct impact of x. 

2. Cumulative impact of x on z: This includes a term for 
every pathway that exists from x to z. Similar to the 
binomial probability function, this metric com-
pounds the effects of all of the terms. 

Figure 2. All paths connecting s to t in the graph shown in Figure 1
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3. Global impact of x on the entire graph: By “global”, 
we mean the impact of any node x on the entire 
graph. This metric is calculated using the impact x on 
every node z in the graph and summing the terms. 

4. Global vulnerability of x from the entire graph: The 
cumulative vulnerability of x from all nodes in the 
model is the binomial probability that a failure event 
of any node will cause x to fail.

5. Risk index of x: The risk index of an entity is the 
product of the global impact of an entity times its 
global vulnerability. This metric provides a single 
score for comparing risk among all of the entities in a 
model.

Finally, we describe how to find the strongest-path
degree of dependence between all pairs of nodes. By ad-
apting any “shortest path” algorithm we can find a 
strongest path from any node x to any node z as follows:

1. Within the graph, remove all edges except for those 
of high degree.

2. If the shortest path from x to z exists, then it is a 
strongest path and z has high dependence on x.

3. Otherwise, put the medium-degree edges back into 
the graph.

4. If the shortest path from x to z exists, then it is a 
strongest path and z has medium dependence on x.

5. Otherwise, put the low-degree edges back into the 
graph.

6. If the shortest path from x to z exists, then it is a 
strongest path and z has low dependence on x.

7. Otherwise, z has zero dependence on x. 

A Practical Application of the Method

In this section, we use an example network model to il-
lustrate the practical use of the strongest-path method. 
The example model, shown in Figure 3, is a small infra-
structure model with  10 entities: Drinking Water, Local 
Electrical Distribution, Natural Gas Storage and Trans-
port, Ambulance Services, Local Food Outlets, Local 
Food Distribution, Farm Food Production, Health 
Canada/Food Inspection, Hospitals & Clinics, and Cy-
ber Networks. 

For each of these entities, the degree of impact has 
been assessed, as indicated by the number on the left 
side of each node in Figure 3: high (score = 7, dark or-
ange), medium (score = 5, orange), or low (score = 3, 
yellow). As well, the likelihood of failure has been as-
sessed for each entity, as indicated by the number on 
the right side of each node: high (score = 7, dark orange 
border), medium (score = 5, orange border), or low 
(score = 3, yellow border).

There are 30 direct-dependency relationships that have 
been scored high (score = 9, red edges), medium (score 

Figure 3. A small infrastructure model
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= 5, orange edges), and low (score = 3, yellow edges). All 
entities except Local Electrical Distribution have been 
assessed as having medium dependence on Cyber Net-
works. Local Electrical Distribution, however, has been 
scored as having high dependence on Cyber Networks.

After path analysis is carried out and scores for global 
impact and global vulnerability are computed, a histo-
gram of the risk indices can be created, as shown in Fig-
ure 4. The bars represent risk-index scores arranged 
from the lowest score to highest score, from left to right. 
The highest-risk entity in the model is Local Electrical 
Distribution. The second-highest entity is Local Food 
Distribution. At medium risk are three entities: Health 
Canada/Food Inspection, Local Food Outlets, and Cy-
ber Networks. The remaining entities are of relatively 
low risk.

Even though Cyber Networks is assessed as medium 
risk in the model, we can still assess all consequent im-
pact were it to fail. Figure 5 shows the sub-network of 
high-dependency relationships in the model.

From this sub-network, we can isolate the paths of high 
impact emanating out of the Cyber Networks entity, as 
depicted in Figure 6.

Although only Local Electrical Distribution has a high 
direct dependence on Cyber Networks, Figure 6 shows 
that Local Food Distribution, Local Food Outlets, Hos-
pitals & Clinics, and Ambulance Services would all fail if 
Cyber Networks were to fail. 

Figure 4. Histogram of the risk indices for the model 
shown in Figure 3

Figure 5. High-dependency relationships for the example 
model shown in Figure 3

Discussion

The strongest-path method provides a tool for assess-
ing and prioritizing risk. The risk index provides a glob-
al measure of risk for every entity in a model. This 
depiction of risk is of strategic value to decision makers 
in that it gives them a strategic prioritization of every 
entity.

Moreover, with the strongest-path method, the global 
impact and global vulnerability of every entity in a mod-
el is assessed so that a separate prioritization – based 
on either impact or vulnerability – is available to de-
cision makers. Thus, any scenario of high impact can 
be identified, no matter how unlikely it is to occur. Con-
versely, possible situations of triggering events for un-
likely scenarios can be identified from the path analysis.

Figure 6. Paths of high impact from the Cyber Networks 
entity for the model shown in Figure 3
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With the strongest-path method, the influence of every 
node on every other node in a model is assessed. Con-
sequently, decision makers can make plans based on 
identified pathways of exposure to risk. Risk-mitigation 
plans and contingency plans can take into considera-
tion chains of events that might otherwise have gone 
unnoticed.

A model based on the strongest-path method can be 
made as detailed as required for the decision-making 
requirements of the planners or managers who will use 
it. Entities should embody the level of detail that is sig-
nificant in the environment of interest. For example, a 
cyber network might be modelled at the level of indi-
vidual servers and computers together with the direct 
connections that link them together. This model might 
also include entities and relationships that model 
power sources and the distribution of power.

In situations where entities and relationships change 
over time, a time-oriented model can be built using 
time-intervals that represent periods when changes do 
not occur among the entities and relationships. For ex-
ample, consider a hospital that has a backup power 
generator with 36 hours of fuel to sustain it during a 
power failure. At t=0, the hospital has medium depend-
ence on local power distribution because of its backup 
system. Once the power failure starts, it has high de-
pendence on its backup generator until t=36 hours. By 
that time, it must have acquired more fuel or it must 
shut down, and it is deemed to have failed if there is 
low likelihood of having fuel delivered by that time. Any 
entities with high dependence on that hospital will also 
fail at t=36 hours.

Conclusion

The strongest-path method is a paradigm for modelling 
infrastructure risk using a directed graph. Models are 
constructed from entities that are assessed with a de-
gree of impact and a likelihood of failure together with 
dependency relationships between the entities that are 
scored for degree of dependence according to well 
defined criteria. 

The paradigm allows the knowledge of experts to be 
used for infrastructure risk analysis. Results from other 

analytical models, such as simulations, can also be in-
cluded in a model. As a result of performing the path 
analysis, such models reveal the potential con-
sequences of the failure of any entity on all of the oth-
ers. This enables contingency planners to anticipate all 
outcomes in any infrastructure damage scenario. 

The strongest-path method and the RiskOutLook soft-
ware are currently being used by Emergency Manage-
ment Ontario to manage risks in critical infrastructure. 
The provinces of New Brunswick and Saskatchewan 
will soon begin projects to build similar infrastructure 
models.

http://creativecommons.org/licenses/by/3.0
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Despite nearly 30 years of research and application, the practice of information system se-
curity engineering has not yet begun to exhibit the traits of a rigorous scientific discipline. 
As cyberadversaries have become more mature, sophisticated, and disciplined in their 
tradecraft, the science of security engineering has not kept pace. The evidence of the 
erosion of our digital security – upon which society is increasingly dependent – appears in 
the news almost daily.

In this article, we outline a research agenda designed to begin addressing this deficit and 
to move information system security engineering toward a mature engineering discipline. 
Our experience suggests that there are two key areas in which this movement should be-
gin. First, a threat model that is actionable from the perspectives of risk management and 
security engineering should be developed. Second, a practical and relevant security-meas-
urement framework should be developed to adequately inform security-engineering and 
risk-management processes. Advances in these areas will particularly benefit busi-
ness/government risk assessors as well as security engineers performing security design 
work, leading to more accurate, meaningful, and quantitative risk analyses and more con-
sistent and coherent security design decisions.

Threat modelling and security measurement are challenging activities to get right – espe-
cially when they need to be applied in a general context. However, these are decisive start-
ing points because they constitute the foundation of a scientific security-engineering 
practice. Addressing these challenges will require stronger and more coherent integration 
between the sub-disciplines of risk assessment and security engineering, including new 
tools to facilitate that integration. More generally, changes will be required in the way se-
curity engineering is both taught and practiced to take into account the holistic approach 
necessary from a mature, scientific discipline.

We need to establish security engineering as a 
valid profession in the minds of the public and 
policy makers. This is less about certifications and 
(heaven forbid) licensing, and more about 
perception – and cultivating a security mindset. 
Amateurs produce amateur security, which costs 
more in dollars, time, liberty, and dignity while 
giving us less – or even no – security.

Bruce Schneier 
Cryptographer and computer security specialist

“ ”
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Introduction

Despite nearly 30 years of research and application, the 
practice of information systems security engineering 
has not yet begun to exhibit the traits of a rigorous sci-
entific discipline (Cybenko and Landwehr, 2012; 
tinyurl.com/kc3nm7p). As a result, it is still not possible to 
examine an information system and answer the ques-
tion “How secure is it?” in a scientifically meaningful 
way. This is a significant problem because, increas-
ingly, the economic and physical well-being of our soci-
ety depends on the secure design and operation of 
business, government, and critical-infrastructure in-
formation systems. They appear in almost every facet of 
our daily lives but we actually know very little about 
how they stand up when it comes to security (Viega, 
2012; tinyurl.com/mnwqd8c). It would be truly alarming to 
ask the question “How safe is it?” with respect to an air-
craft only to discover that neither the engineers nor the 
certifiers really understood the answer. Yet, this is pre-
cisely the situation in which the information-techno-
logy security community finds itself today. 

Although most of the concepts and ideas found in this 
article are applicable to security engineering at large, 
here we use term "security engineering" with specific 
reference to the security of information systems. Thus, 
in the context of this article, we define security engin-
eering as “the art and science of discovering users’ in-
formation protection needs and then designing and 
making information systems, with economy and eleg-
ance, so they can safely resist the forces to which they 
may be subjected” (National Security Agency, 2002; 
tinyurl.com/kcx5y4u). This definition has an analog in the 
physical sciences where the “forces” are natural and 
safety is an absence or avoidance of physical injury. As 
we shall see, this natural analog can inform us when an-
swering questions such as “How secure is it?” in a more 
precise and consistent fashion. 

Challenges 

We see two significant challenges holding back the sci-
ence of security engineering. First, it is unlike other en-
gineering fields in the respect that the majority of the 
“forces” to be modelled are caused by human threat 
actors with deliberate intent, as opposed to forces due 
to natural and accidental causes. Thus, the first major 
hurdle facing security engineering is to define and 
maintain a threat model that can be used to calculate 
or bound these “forces” in a way that results in consist-
ent engineering outcomes. This does not mean that 

threat models do not exist. In fact, like the nascent 
stages of any young scientific discipline, there are many 
models which, unfortunately, can lead to inconsistency 
and duplication of effort. For example, in many meth-
odologies for assessing threats and risks, such as the 
Harmonized Threat and Risk Assessment Methodology 
developed by Communications Security Establishment 
Canada and the Royal Canadian Mounted Police 
(CSEC/RCMP, 2007; tinyurl.com/kfrjgv8) and the Guide for 
Conducting Risk Assessments developed by the Nation-
al Institute for Standards and Technology (NIST, 2012; 
tinyurl.com/6srqlug), assessors are coached on developing 
a threat model. To be sure, threat analysts are not likely 
to rebuild their threat models each time they perform 
an assessment. Rather, the models are developed incre-
mentally over time and are based substantially on indi-
vidual knowledge and experience. However, while there 
may be commonality between models created by differ-
ent assessors, there is certainly no guarantee that this is 
the case. This inconsistency (along with variations in 
categorization schemas, methodologies, definitions, 
and terminology) makes it challenging to validate and 
reuse results that would eventually drive the com-
munity to a small set of the most successful models. 
This convergence, which is a hallmark of a mature sci-
ence, has not yet occurred within the security com-
munity.

Thus, we argue that a common threat model should be 
a primary goal of the security engineering community. 
This model should define the threat environment and 
the “forces” involved in a way that can be validated and 
built upon over time through repeatable qualitative or 
quantitative analyses. Such a model would also be “ac-
tionable” in the sense that threat-assessment results 
would point naturally to design options for security en-
gineering that, at the outset, may be its primary meas-
ure of success. Such an undertaking would, of course, 
require a concerted research and development agenda 
to lay a common foundation upon which validation 
and refinement can begin to occur. 

A second and potentially more challenging problem is 
the need for a useful framework for security measure-
ment. Currently, there is no practical, relevant way of 
measuring the absolute security of an information sys-
tem. In fact, there is no clear understanding of what ab-
solute security means (e.g., Pfleeger, 2012: tinyurl.com/
mt2xnsw; Böhme, 2010: tinyurl.com/kn99d4q; Davidson, 
2009: tinyurl.com/l7475p3; Houmb et al., 2010: tinyurl.com/
lw9ffqz; Savola, 2007: tinyurl.com/la87e84; Pfleeger, 2007: 
tinyurl.com/k3rjb6z; McHugh, 2002: tinyurl.com/m4z9nuu).

http://dx.doi.org/10.1109/MSP.2012.75
http://dx.doi.org/10.1109/MSP.2012.157
http://trygstad.rice.iit.edu:8000/Policies%20&%20Tools/InformationAssuranceTechnicalFramework3.1/dir.html
http://www.cse-cst.gc.ca/its-sti/publications/tra-emr/
http://csrc.nist.gov/publications/drafts/800-30-rev1/SP800-30-Rev1-ipd.pdf
http://dx.doi.org/10.1109/MSP.2012.106
http://dx.doi.org/10.1007/978-3-642-16825-3_2
http://dx.doi.org/10.1109/ACSAC.2009.59
http://dx.doi.org/10.1016/j.jss.2009.08.023
http://dx.doi.org/10.1145/1314257.1314266
http://dx.doi.org/10.1145/1314257.1314258
http://dx.doi.org/10.1145/1179494.1179495
http://dx.doi.org/10.1109/MSP.2012.106
http://dx.doi.org/10.1016/j.jss.2009.08.023
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Absolute security is different from the common prac-
tice of “measuring” a system’s compliance against arbit-
rary security requirements. Although a system may be 
100% compliant with a set of security requirements, in 
most cases, there is little direct evidence that those re-
quirements actually result in a more “secure” system. 
Clearly, security measurement will be assisted to a large 
extent by a common threat model, but the two ap-
proaches are co-dependent because threat modelling 
will eventually require quantitative measurement in or-
der to demonstrate success.

We examine both of these challenges in the following 
sections and describe our vision for a security com-
munity-driven research program. For both challenges, 
we contend that the best approach is to take cues from 
established disciplines such as civil, mechanical, or 
electrical engineering and to draw analogies wherever 
possible. We feel that the closer we draw these parallels, 
the clearer will be our understanding of where we need 
to proceed next.

An Actionable Threat Model

A generally accepted model of deliberate threats is cent-
ral to the advancement of the security engineering dis-
cipline. The most important aspect of such a model is 
that it be actionable from an engineering perspective. 
That is, when defining security requirements and un-
dertaking risk-based design, the model would help to 
consistently and coherently identify a suite of design 
options – along with the associated security controls 
and their required level of implementation assurance – 
that could meet the goals identified by the system own-
er in terms of cost, operational utility, and risk toler-
ance. This is, of course, analogous to using standard 
engineering models during design activities (e.g., high-
frequency antenna design). 

Typical methodologies for assessing threats and risks, 
such as the Harmonized Threat and Risk Assessment 
Methodology (CSEC/RCMP, 2007; tinyurl.com/kfrjgv8) and 
the NIST's Guide for Conducting Risk Assessments 
(2012; tinyurl.com/6srqlug), generally focus on the genera-
tion of information related to risk decisions. In these as-
sessments, a potentially long list of threat actors or 
threat scenarios is generated to estimate threat attrib-
utes and calculate the potential for risk. In other words, 
motivation is assessed for the purposes of determining 
the likelihood of an attack. Few, if any, threat attributes 
are identified and assessed in a way that purposely 
helps with the selection of design options or security 

controls, or that helps determine levels of implementa-
tion assurance.

In order to achieve an actionable threat model, there 
are two fundamental changes that must be made to the 
way threats are assessed. First, the act of performing a 
threat assessment must be divorced from the act of per-
forming a risk assessment. Existing threat and risk-as-
sessment frameworks make little distinction between 
these activities. Although they have elements in com-
mon, each activity requires a different skill set and tar-
gets different audiences. Second, threats should be 
assessed based (at least initially) on the capabilities that 
a threat actor could wield rather than on attributes that 
are specific to threat actors themselves (e.g., motivation, 
intent, risk aversion, willingness to invest time). Actor-
specific attributes are more appropriately addressed 
during risk assessment. We explore a capabilities-based 
approach in the following sections.

Threat assessment based on threat actor attributes 
Typically, threat-assessment methodologies begin by 
asking which threat actors are likely to attack an inform-
ation system. In some cases, threat actors may be 
dropped from consideration if the likelihood of an at-
tack is deemed to be very remote. More often, this likeli-
hood is used to condition the potential risk from the 
attacker downwards (the injury from an attack does not 
change, just the magnitude of the outstanding risk). 
This approach places bounds on the costs of security, 
both in terms of money and constraints on operational 
freedom, and focuses limited resources where signific-
ant injury is expected to occur. 

The likelihood that a threat actor will attack is often de-
termined by examining certain attributes such as the act-
or's capabilities (what kinds of attacks they are capable 
of doing), motivations and intents, aversion to risk, will-
ingness to invest time and effort, degree of access, etc. A 
difficulty with this approach is that many of these attrib-
utes cannot be accurately modelled or assessed because 
they can change frequently over time or they are based 
on complex mental states or behavioural patterns. As a 
consequence, assessments based on these attributes 
have large uncertainties, which makes the expectation of 
where significant injury will occur less accurate.

A more significant challenge with this approach is that 
an analyst must develop an exhaustive list of credible 
threat actors and their attributes in order to ensure that 
all threat scenarios are addressed. However, it is diffi-
cult to reason about the completeness of this list as 

http://www.cse-cst.gc.ca/its-sti/publications/tra-emr/
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demonstrated by such events as the Oklahoma City 
bombing (tinyurl.com/gesg2), the September 11 attacks 
(tinyurl.com/nhx7m), the Fukushima Daiichi nuclear dis-
aster (tinyurl.com/44hjgf3), and the Lac Mégantic derail-
ment (tinyurl.com/q2fh9nk). 

In the course of compiling this list of credible threat act-
ors, the analyst must also think about, enumerate, and 
assess the threat actor’s capabilities – the ways in which 
each threat actor might attack the system. As illustrated 
in Figure 1, the challenge with this approach is that cap-
abilities can be missed if, for example, the assessor fails 
to consider every possible threat actor scenario or if 
threat actors are not adequately considered because 
they are viewed as being unlikely to attack. Some of 
these unidentified capabilities, if exercised, could be 
crippling to an organization. This revelation will not ne-
cessarily be made obvious by thinking only about 
threat actors. It is also natural to assume that even 
those threat actors that have been considered will 
evolve over time and that some may come into posses-
sion of more sophisticated, or even as-yet unidentified 
capabilities. Only a well-disciplined, frequent refresh of 
the assessment of threat actors will be able to track this 
evolution. In the next section, we argue that a better ap-
proach is to base a threat assessment on capabilities in-
stead of threat actors themselves.

Threat assessment based on threat actor capabilities 
Instead of modelling the characteristics of threat actors 
such as their motivation and intent, resources, and tol-
erance to risk, we propose that the threat assessment 
should be focused on the capabilities that can be em-
ployed to attack a system. Using this approach, it is pos-
sible (although potentially challenging) to: i) develop a 

more exhaustive survey of the threat potential, ii) reas-
on about the completeness of the analysis, and iii) 
identify potential gaps in our knowledge. A capabilities-
based approach also lends itself to a community effort 
because system-specific information need not be di-
vulged. Given that capabilities can be assessed in a gen-
eral context, the material will be highly reusable. A final 
benefit of this approach is that it provides a common in-
terface between attacks by threat actors and the con-
trols necessary to effectively counter them, as 
illustrated in Figure 2. 

But what do we mean by threat actor capability? In our 
view, a capability is composed of a vector and a sophist-
ication level. In simple terms, a capability vector defines 
a coarse taxonomy of attacks on an information system 
(Figure 3). A capability vector identifies where, how, 
and what. These fields of a capability vector can in-
clude:

1. Access Mode: This field identifies the means by 
which access to the target system is obtained. Direct 
modes include physical, personnel, logical, and elec-
tromagnetic access. Indirect modes involve direct 
modes that are applied to lifecycle elements of the 
system (e.g., system development, software patches, 
replacement hardware, and support-system opera-
tions). Indirect modes are potentially recursive and 
generally relate to the supply chain of a system.

2. Target Layer: A capability vector will be designed to 
act against one or more architectural “layers” within 
a system,  such as the application, data, operating 
system, virtualization, network, firmware, and hard-
ware.

Figure 1. Capabilities from unidentified threat actors 
may be overlooked

Figure 2. Threat actors are related to controls through 
their capabilities

http://en.wikipedia.org/wiki/Oklahoma_City_bombing
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http://en.wikipedia.org/wiki/Fukushima_Daiichi_nuclear_disaster
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3. Type and Sub-type: These fields identify a common 
name or grouping for a specific capability in order to 
maintain semantic compatibility with common ter-
minology for various attacks. The Type field may be 
followed by a number of Sub-type fields to further 
distinguish capabilities. An example of the material 
that could be found in the Type field could include 
top-level categories found in the Common Attack 
Pattern Enumeration and Classification (CAPEC; 
capec.mitre.org).

4. Information Operation: This field is optional but can 
be helpful as a way of grouping or indexing attack 
vectors that have similar effects. The Information Op-
eration field hints at why a given capability might be 
exercised (i.e., its intent). A capability vector may be-
long to more than one type of information operation. 
Potential categories include deny, exploit (infiltrate, 
exfiltrate), reconnoiter, deceive, etc.

It should be noted that this breakdown is only a recom-
mended starting point. More, fewer, or different cat-
egories may be needed as the framework evolves.

The second element of a capability is defined by its 
sophistication. For example, consider a denial-of-ser-
vice capability. A distributed version of this capability 
can be performed using software downloaded from the 
Internet and executed from a dozen computers. The 

same capability can be launched from 5000 computers 
distributed all over the world using code that exploits a 
previously unknown vulnerability. The differences 
between these capabilities are: i) the level of sophistica-
tion required to set up and execute them and ii) the set 
of controls required to prevent or limit the successful 
use of the capabilities against a system (as well as the 
rigour with which they are designed, implemented, and 
operated). 

Thus, simply identifying a capability vector is not 
enough. To fill out the threat assessment, security as-
sessors must also determine if there are distinguishing 
features (or attributes) that make the same capability 
vector harder to detect or prevent and then identify what 
options exist to address these more sophisticated vari-
ants (i.e., controls, architecture changes). In Figure 3, we 
divide sophistication into seven distinct levels according 
to those originally proposed in the National Security 
Agency's Information Assurance Technical Framework 
(NSA, 2002; tinyurl.com/kcx5y4u). However, we have not yet 
determined what would constitute a worthwhile set of 
distinguishing sophistication attributes, although we 
suspect that they may be somewhat dependent on fea-
tures of each individual capability vector.

It is important to emphasize that identifying graduated 
levels of sophistication leads to the selection of security 
controls and design options that are generally more ex-
pensive or more operationally constraining as one 
moves up the scale of sophistication. This approach 
provides risk assessors with more explicit information 
regarding the tradeoffs between threat mitigation and 
costs. 

As a final note, an important feature of the capabilities-
based approach is that it has some predictive potential. 
That is, if we expanded every combination of the first at-
tribute with the second and then third attribute, we ob-
tain the universe of possible capability combinations. 
Some combinations will not make sense and can be dis-
regarded while others will have ample evidence to show 
that they are in active use by threat actors at various 
levels of sophistication (e.g., logical access, operating 
system, Trojan, infiltration). Other combinations will ap-
pear strangely unfamiliar, either because they have nev-
er been exercised or they have been exercised but have 
never been publicly observed (e.g., electromagnetic, 
hardware, audio covert channel, exfiltration). Thus, cap-
ability vectors should tell us where we need to be look-
ing for evidence of attack and, as a corollary, where 
threat actors might look in order to find new opportunit-
ies to expand their capabilities.

Figure 3. The threat capability model 

http://capec.mitre.org/
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Figure 4 illustrates a fictitious set of capabilities related 
to a denial operation. For each capability vector, there 
are seven cells in which information about sophistica-
tion can be captured. Exactly what information should 
be contained in each cell and how it is determined is a 
fundamental research problem. To satisfy risk as-
sessors’ need to quantify the “potential” for an attack 
using a given capability, we propose three general cat-
egories as follows: 

1. The capability has been observed to be in use by at 
least one threat actor at the given level of sophistica-
tion (i.e., the black boxes marked with an “O” in Fig-
ure 4).

2. The capability has been demonstrated at a confer-
ence such as DEF CON (defcon.org), but has not yet 
been observed “in the wild” (i.e., the hashed grey 
boxes marked with a “D” in Figure 4).

3. The capability is known to exist at a given level of 
sophistication but has not been observed (i.e., the 
dark grey boxes marked with an “E” in Figure 4); an 
example would be a nuclear-generated electromag-
netic pulse. 

Many capabilities follow a “commoditization” lifecycle 
in which they are generated at high levels of sophistica-
tion but are subsequently made easier to implement 
and become more widely available at lower levels of 
sophistication. This can be represented in Figure 4 as a 
heat map and could provide valuable information for 
risk assessors when considering the need for security 
controls over a long period of time. 

From an engineering perspective, each cell should map 
to a set of security controls, mechanisms, strategies, se-
curity design patterns, and implementation-assurance 
requirements that have been shown (preferably 
through quantitative analysis) to effectively counter the 
threat capability at the specified level of sophistication.

Regardless of the type of information included with 
each cell, the basic research problem is as follows: giv-
en a post-incident analysis of a threat event (or an ana-
lysis based on vulnerability research work), how do we 
determine what sophistication level is represented? We 
see this as a difficult challenge because it will be a ne-
cessarily subjective exercise (at least at the outset). 
However, there are both theoretical and practical ap-
proaches that can help to reduce variation and uncer-
tainty introduced by this subjectivity. 

Figure 4. A threat-capability example for a fictitious set of vectors

http://www.defcon.org/
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Security Measurement 

A second key challenge facing information-system se-
curity engineers is the difficulty involved in actually 
measuring security in a practical and relevant way 
(Pfleeger, 2007; tinyurl.com/k3rjb6z). There is a significant 
body of research on the subject but all studies seem to 
fail one or both tests of practicality or relevance (e.g., 
Lundin et al., 2006: tinyurl.com/mez2k8k; Shin et al., 2011: 
tinyurl.com/k2nvk53). If this were not the case, we would 
have a working solution by now. Being able to measure 
security in a useful way is absolutely critical to the ad-
vancement of security engineering as a discipline, be-
cause measurement is the bedrock of the scientific 
approach.

Why measurement is difficult
Security measurement is challenging for a number of 
reasons. First and foremost is the problem of concisely 
defining what is meant by the term security. Kraut-
sevich, Martinelli, and Yautsiukhin (2010; tinyurl.com/
kpuek8j) note that “we do not have a widely-accepted 
and unambiguous definition” that enables us to in-
dentify one system as more secure than another. 
However, the definition of security often depends on 
perspective and context; it means different things to dif-
ferent people in different roles. Thus, we believe that 
there are a multitude of definitions that may all be 
equally useful within their own contexts. For example, 
contradicting security objectives may arise when con-
sidering an organization’s need to monitor and control 
what happens on their systems versus an employee's 
need for legal privacy protection. Nevertheless, because 
the definition of security will have a significant impact 
on the way it is measured, it is critical to ensure that it is 
chosen appropriately and used consistently. 

A second difficulty is that, regardless of how they are 
defined, security properties must actually be measur-
able and those measurements must be practical to ob-
tain. There are at least three types of security 
measurement that information-system security should 
be concerned with:

1. Engineering measurement: These measurements 
are used by engineers to build models that “provide a 
formal representation (e.g., sets of equations) that 
corresponds well to security for systems under con-
sideration” (Verendel, 2010; tinyurl.com/lgsxnrl). These 
are the same kind of measurements that one would 
expect from, for example, stress and strain analysis of 
various materials in civil engineering.

2. Compliance measurement: These measurements es-
tablish the degree to which an information system 
meets a set of specifications derived from security 
functionality and assurance requirements. Compli-
ance measurement is normally performed 
throughout the process of system development. Ex-
amples of these types of measurements are described 
in the “Overview of IT Security Risk Management: A 
Lifecycle Approach” (CSEC ITSG-33: Annex 2, 2012; 
tinyurl.com/kf5ejyu)  and  the  Common  Criteria  (common
criteriaportal.org).

3. Operational measurement: These types of measure-
ment provide metrics to reflect the operational secur-
ity performance of an information system. Examples 
include patch-management coverage, mean time to 
mitigate, etc. Related resources include the ISO/IEC 
27004:2009 standard for measurement techniques in 
information security (tinyurl.com/ln92xe3) and the met-
rics used by the  Center  for  Internet Security (cisecurity
.org).

In this article, we are concerned primarily with engineer-
ing measurement because it is a prerequisite for advan-
cing the science of security engineering. Unfortunately, 
these kinds of measurement also appear to be the most 
difficult to obtain in a quantitative way (Wang, 2005: 
tinyurl.com/mgj3mj3; Verendel, 2010: tinyurl.com/lgsxnrl). 
They require a common, objective scale and a measur-
ing device, and both must be accepted broadly across 
the security-engineering community in order to gain 
traction (Zalewski et al., 2011; tinyurl.com/lqw6865). Secur-
ity engineering lacks these quantitative standards, 
primarily because security is often expressed in abstract 
terms. 

In the absence of quantitative measurements, qualitat-
ive assessments have been used to derive security met-
rics. Qualitative assessments may be the best that 
security engineering can achieve until appropriate 
quantitative measures become available. Unfortunately, 
subjectivity implies inconsistency, which is unaccept-
able in a science-based discipline. Although it may not 
be possible to eradicate subjectivity altogether, there 
are certainly ways to minimize it. In some respects, we 
are advocating the same approach (but on a much lar-
ger scale) that the National Institute of Standards and 
Technology (NIST) has taken with cryptography. NIST 
arranges encryption algorithms by key size according to 
number of “bits of security” that they provide. The scale 
is nominally objective but an algorithm’s placement on 
the scale is the result of expert judgment by one or more 

http://dx.doi.org/10.1145/1314257.1314258
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http://dx.doi.org/10.1145/1842752.1842787
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http://www.commoncriteriaportal.org
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cryptographic mathematicians who estimate the 
“amount of work” necessary in order to crack a cipher-
text using an algorithm with the given key length (NIST 
800-57: Revision 3, 2012; tinyurl.com/n5dk85u). Here, the 
measurement is a subjective assignment on a construc-
ted scale and clients use that as an engineering meas-
urement to compose their designs. 

A third challenge facing security measurement is the 
notion of assurance. In the cryptography example 
above, we looked at measurement from the perspective 
of answering “How strong is it?” but we have not asked 
the question “How well does it work?” Without address-
ing assurance, efforts in addressing security are wasted. 
For example, although an encryption algorithm may 
have strong conceptual security (i.e., theoretical 
strength), if the algorithm is implemented incorrectly, 
then its actual security (i.e., robustness) is weak. 

Assurance measurement is not as widely considered as 
strength within the security research community. Not-
able exceptions include cryptographic evaluations fol-
lowing the Federal Information Processing Standard 
(FIPS 140; tinyurl.com/pn9mb4) and Common Criteria as-
surance requirements (commoncriteriaportal.org/cc/). This 
lack of attention to assurance measurement is probably 
due to the fact that it appears to be even more abstract 
and (in most cases) more subjective than measure-
ments of security strength. Generating and communic-
ating assurance information in a “standardized” way 
would serve to reduce subjectivity, and this is the focus 
of at least one object-management group's specifica-
tion (Alexander et al., 2011; tinyurl.com/mtjuufn). However, 
combining information about assurance and strength 
into a composite measure of security should be subjec-
ted to further analysis and validation. Some work has 
been accomplished in this direction with the notion of 
“robustness” in the CSEC's IT Security Guidance (CSEC 
ITSG-33: Annex 2, 2012; tinyurl.com/kf5ejyu), the Informa-
tion Assurance Technical Framework (National Secur-
ity Agency, 2002; tinyurl.com/kcx5y4u) and some Common 
Criteria protection profiles (commoncriteriaportal.org/pps/).

Going forward
On the issue of pursuing a research agenda that ad-
dresses practical and relevant security measurement, 
we propose a straightforward approach: consider secur-
ity engineering in relation to other mature engineering 
disciplines and draw as many analogies as possible. 
This approach has been advocated before by Zalewski 
and colleagues (2011; tinyurl.com/lqw6865), who perceive 
that moving ahead requires “a closer alignment of se-
curity assessment with concepts developed in measure-

ment science and physics”. Where an analog in security 
engineering does not exist or does not translate easily, 
then we have an item to add to the research agenda. We 
suspect this might help identify the form that measure-
ments should take. 

For example, civil engineers build structures that are 
designed to exist in a certain threat context. “Loads” (in 
terms of forces) are applied in three-dimensional space 
– often downward with the pull of gravity but some-
times in other directions due to other natural or man-
made forces. The scale and magnitude of these loads is 
directly proportional to defined levels within each 
threat event; for example, an "F2 tornado" (tinyurl.com/
2frdj2) or a "Cat3 hurricane" (tinyurl.com/kl5ukgo). Minimal 
load levels for certain threat events are specified by reg-
ulatory bodies and have an effect on the way the struc-
ture is architected and designed (e.g., minimal spacing 
between load bearing members). Other, unregulated 
threat events may be of specific concern to certain cli-
ents and the forces to be countered by these threats 
may be specified as additional design requirements 
(e.g., bollards in front of federal buildings). 

A natural security analog to “loads” is provided by the 
spectrum of threat sophistication that we proposed 
earlier. However, although we imply that the “load” im-
posed by a threat capability vector at sophistication 
level 7 is “greater” than level 6, we do not have a clear 
understanding of what “forces” are applied by threat 
agents against the information-system infrastructure 
and what effects these may have. Addressing these gaps 
in our understanding may help us develop the engineer-
ing metrics that are needed to advance the science of 
security engineering. 

Putting It All Together 

In the following sections, we outline a few specific areas 
where improvement can be expected as a result of tak-
ing on the research agenda proposed in this article. 

Composite security
The “holy grail” of security engineering is to be able to 
answer the composition problem (Irvine and Rao, 2011: 
tinyurl.com/n626rgo; Datta et al., 2011: tinyurl.com/kukg98y). 
That is, given an information-system architecture or 
design made up of discrete security and non-security 
components, solving the composition problem would 
allow us to determine the overall security of the inform-
ation system. The composition problem is a common 
lament in the information-security domain; "We simply 
have no theoretical basis for judging the security of a 
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system as a whole" (McHugh, 2002; tinyurl.com/m4z9nuu). 
However, the composition problem cannot be solved 
without measurement, and measurement cannot be 
performed without a generally accepted threat model.

Development of mandatory security requirements
Having a science-based threat model and security-
measurement framework would allow the security com-
munity to influence the development of security stand-
ards that are based on sound engineering principles. In 
civil engineering (and certainly other engineering dis-
ciplines), threat events that may pose a risk to safety are 
incorporated over time into standards, codes, and regu-
lations. This information is gleaned from engineering 
measurement and, in some cases, spectacular failures 
such as the Tacoma Narrows Bridge (tinyurl.com/c77rpw). 
A hallmark of a mature engineering science is the abil-
ity to investigate and learn from these failures and re-
cycle that information into curricula, codes, and 
regulations. 

Security engineering appears to have few close equival-
ents to requirements specified in codes and regulations 
– anti-virus and access control mechanisms seem to be 
a standard requirement found in most system specifica-
tions, although these are by no means mandated. In or-
der to begin embedding security controls in security 
standards (especially if they are very expensive), it is ne-
cessary to thoroughly understand those controls from 
an engineering-science perspective.

Security-engineering curriculum
Finally, we note the fact that many curricula being pro-
posed for security engineering in a college or university 
setting are simply computer engineering or computer 
science degrees that have been sprinkled with topics in 
security, assurance, and, unfortunately, risk assessment 
or risk management (e.g., Hjelmås and Wolthusen, 

2006: tinyurl.com/kncwfek; Older and Chin, 2012: 
tinyurl.com/l5bbtah; Irvine and Nguyen, 2010: tinyurl.com/
mvzj4xa). As far as we know, there is no curriculum that 
seeks to build (or build upon) a set of mathematical (or 
at least more formal) models that allow the composite 
security of an information system to be determined in a 
repeatable, meaningful manner. We suspect this is due 
to a lack of understanding of where exactly to begin.

Conclusion 

In this article, we broadly outlined a research agenda 
that, with sufficient effort, would help begin the process 
of placing security engineering for information systems 
on foundations equivalent to other mature engineering 
disciplines. Two significant areas requiring attention 
were identified: threat modelling and engineering-se-
curity measurement. We argued that these areas are 
critical starting points because they affect almost all 
other aspects of security engineering, and more gener-
ally, the field of IT security. In addition, we believe that 
in order to be successful, these areas of research should 
be performed by a multi-disciplinary team of subject-
matter experts. In taking on this research agenda, there 
is considerable opportunity to affect a significant 
change in the security posture of existing and future in-
formation systems. And, in doing so, the security and 
privacy of Canadians and the trust that they invest in 
the information systems of businesses, governments, 
and critical-infrastructure information systems will also 
be positively affected. 
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Multifactor Authentication: 
Its Time Has Come

Jim Reno

Introduction

The last year has brought news of a number of promin-
ent security breaches centered on authentication, with, 
in some cases, severe consequences. A not uncommon 
pattern is a revelation that some server has been 
hacked and a large number of account passwords have 
been potentially exposed. Potentially because while we 
know files containing things such as password hashes 
have been copied, there is often no subsequent inform-
ation on actual fraudulent use of the data or real dam-
age done. An example of a security breach where 
damage actually resulted is the attack on the Associated 

Press Twitter account of April 2013. A bogus tweet 
about explosions at the White House caused a brief, but 
serious, disruption to the financial markets (Selyukh, 
2013; tinyurl.com/d6zozam). 

The industry is slowly reacting to password attacks and 
is starting to try to find better ways to prevent them. 
Media attention is growing. In particular, each publi-
cized password attack is usually followed by a series of 
articles decrying the “end of the password” and calling 
for implementation of multifactor authentication 
(MFA). An online site using MFA is harder to attack – to 
“break into” – than a site authenticating users with only 

Transactions of any value must be authenticated to help prevent online crime. Even seem-
ingly innocent interactions, such as social media postings, can have serious consequences 
if used fraudulently. A key problem in modern online interactions is establishing the iden-
tity of the user without alienating the user. Historically, almost all online authentications 
have been implemented using simple passwords, but increasingly these methods are un-
der attack. Multifactor authentication requires the presentation of two or more of the 
three authentication factor types: “What you know”, “What you have”, and “What you 
are”. After presentation, each factor must be validated by the other party for authentica-
tion to occur. Multifactor authentication is a potential solution to the authentication prob-
lem, and it is beginning to be implemented at websites operated by well-known 
companies. This article surveys the different mechanisms used to implement multifactor 
authentication. How a site chooses to implement multifactor authentication affects secur-
ity as well as the overall user experience.

'What does it mean by speak, friend, and enter?' asked Merry.

'That is plain enough,' said Gimli. 'If you are a friend, speak 
the password, and the doors will open, and you can enter.'

'Yes,' said Gandalf, 'these doors are probably governed by 
words. Some dwarf-gates will open only at special times, or 
for particular persons; and some have locks and keys that are 
still needed when all necessary times and words are known.'

The Fellowship of the Ring
J.R.R. Tolkien

“ ”

http://www.reuters.com/article/2013/04/23/net-us-usa-whitehouse-ap-idUSBRE93M12Y20130423
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a single factor such as a password. The widespread ad-
option of MFA would improve online security and help 
reduce fraud.

MFA is not a new idea. Consider a Roman soldier guard-
ing the Senate door and requiring senators to show a 
ring and speak a password. This is an example of two-
factor authentication. MFA has been implemented in 
online systems for many years. Until recently, however, 
MFA has rarely been deployed successfully in very-
large-scale websites intended for communities such as 
consumers. In the light of the increasing password at-
tacks, practices are beginning to change.

In this article, the next three sections describe the types 
of authentication factors, examine the authentication 
solutions users want, and introduce emerging authen-
tication systems. Then, examples of authentication im-
plementations used in websites of well-known 
companies are reviewed. The last section includes the 
conclusions. 

Types of Authentication Factors

Authentication factors can be categorized as: “What 
you know”, “What you have”, and “What you are”. 
What-you-know factors include passwords or answers 
to secret questions, and are by far the most commonly 
used of the three types. What-you-have factors are 
things you physically carry and must have in your pos-
session in order to authenticate. What-you-are factors 
measure characteristics of your person, such as finger-
prints. 

Within a given type, a factor can be more or less secure, 
such as a password that is more or less easily guessed. 
But, the real increase in security comes from requiring 
more than one factor of different types. Two factors of 
the same type are not enough; the reason is that differ-
ent types require an attacker to mount separate and 
unique attacks. Consider the case of “phishing” – a gen-
eral term for emails, text messages, and websites fabric-
ated and sent by criminals. These messages are 
designed to look like they come from well-known and 
trusted senders in an attempt to collect personal, finan-
cial, and sensitive information (Royal Canadian Moun-
ted Police, 2010; tinyurl.com/mjqpt78). A phishing email 
might get your password (i.e., what you know) but can-
not get your hardware token (i.e., what you have); con-
versely, a pickpocket might steal your token (i.e., what 
you have) but will not get your password (i.e., what you 
know).

What-you-know factors
Passwords are the most common of the what-you-
know factors and are the target of much criticism. But, 
the death of the password has been greatly exaggerated. 
Even if everyone moves to MFA, a what-you-know 
factor in the form of a password will almost certainly be 
one of the factors. Moreover, even though technologists 
think of passwords as “old technology”, in broader con-
sumer terms, they are not. Most consumers really only 
started becoming comfortable with passwords as a res-
ult of the adoption of email and online services (e.g., 
home banking), going back perhaps 15 years. After pass-
words, the next most common what-you-know factors 
are answers to “secret questions”, sometimes called 
knowledge-based authentication.

Password systems have a number of problems. Today, 
most users access too many distinct systems requiring 
passwords, leading to poor security practices such as 
password reuse or passwords being written down. 
Knowledge-based authentication suffers when the 
secret is not-so-secret because it is based on informa-
tion about the user that is available from public sources. 

The rise of social media has aggravated the knowledge-
based authentication problem because facts about 
users that previously might have been known only to a 
few close friends are now online and widely shared. As 
a result, what-you-know systems are subject to differ-
ent attack vectors (i.e., paths or means by which a hack-
er accesses a computer or network server in order to 
commit fraud). Attack vectors enable hackers to exploit 
system vulnerabilities, including the human element. 
Attack vectors that target what-you-know systems in-
clude phishing and spearphishing (Associated Press, 
2013; tinyurl.com/ahjw9bd). Phishing and spearphishing 
messages, usually emails, appear to come from a trus-
ted source. Phishing messages often appear to come 
from a large and well-known company or website with 
a broad membership base. In the case of spearphishing, 
however, the apparent source of the email is likely to be 
an individual within the recipient's own company, of-
ten someone in a position of authority. 

Other attack vectors that target what-you-know sys-
tems include: attacks on password recovery and reset 
systems (Honan, 2012; tinyurl.com/c2ao8ur); malware; and 
server-side attacks (Ku, 2012; tinyurl.com/kh55qkb).

What-you-have factors
The most common what-you-have factors are hardware 
one-time-password tokens and smart cards. One-time-

http://www.rcmp-grc.gc.ca/scams-fraudes/phishing-eng.htm
http://bigstory.ap.org/article/hackers-compromise-ap-twitter-account
http://www.wired.com/gadgetlab/2012/08/apple-amazon-mat-honan-hacking/all/
http://www.tomshardware.com/news/LinkedIn-Password-Breach-hack-eharmony,15963.html
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password tokens are small devices with a display that 
generate a periodically changing code. Authentication 
requires entry of that code (usually along with a pass-
word), so the user must be in possession of the token. A 
more recent variant is an application for a mobile 
device that replicates the function of the token, which 
has the advantage of using something the user is 
already carrying. Smart cards are credit cards with an 
embedded microprocessor that securely store secrets 
such as cryptographic keys. Authentication involves the 
card communicating with some other system, such as 
the user’s personal computer or a point-of-sale system, 
and executing some authentication protocol. In addi-
tion to authentication, both of these choices can per-
form other functions such as digitally signing a 
transaction.

What-you-have factors are costly and inconvenient. 
Tokens must be purchased, inventoried, distributed, 
and managed. Users must remember to carry them; 
they can be lost, stolen, or broken. Also, backup sys-
tems for forgotten tokens are an issue. Often, these sys-
tems fall back to knowledge-based authentication, 
which then becomes an attack vector that bypasses the 
what-you-have factor. 

Application variants are decreasing the cost and in-
creasing the convenience of what-you-have factors. 
Tokens, however, are popular solely in enterprise de-
ployments. Smart cards have had success in govern-
ment situations that require high security or where 
their use can be mandated. The largest consumer smart 
card deployment has been the EMV credit card 
(tinyurl.com/3k8puz) or “Chip and PIN” card. EMV stands 
for Europay, MasterCard, and Visa, a global standard 
for authenticating credit card and debit card transac-
tions that is widely used outside the United States. The 
wide adoption of EMV took many years: the first EMV 
standard was set in 1995. There have been a few at-
tempts to use EMV online, however, it is almost entirely 
used at point-of-sale terminals. So far, there has not 
been a successful consumer deployment of smart cards 
used for online authentication.

Token theft is one possible attack for what-you-have 
factors. There have been some server-side attacks, such 
as the breach of RSA Security's keys (Rashid, 2011; 
tinyurl.com/kub4l8a). Targeted malware can also attack 
tokens and smart cards, by intercepting the one-time-
password, session hijacking, or by causing the card to 
sign data other than what the user intended.

What-you-are factors
What-you-are factors, or biometrics, include: finger-
prints, handprints, face or eye geometry, voice prints, 
typing patterns, and behavioural analysis. Many of 
these factors require some sort of sensor to measure a 
physical characteristic, adding to the cost and complex-
ity of the solution. Enabling things such as facial recog-
nition using hardware that is already in the user’s 
hands (e.g., cellphone cameras) is one way to lower 
both cost and complexity. 

Biometrics is very different from other authentication 
factor types due to false positives and false negatives. 
Although a password check is a binary test (i.e., it either 
matches or it does not), the outcome of a biometric au-
thentication event has only a probability of correctness. 
There is an explicit tradeoff. Systems that are more se-
cure will also reject more legitimate users; conversely 
systems that reject few legitimate users will be less se-
cure. Some biometric products allow this tradeoff to be 
explicitly tuned, giving implementers the ability to set 
their own policy.

Possible attack vectors for what-you-are factors include 
replicating the physical characteristic and fooling the 
sensor. Although this is a common theme in movies, it 
is difficult to implement in real life. But it is possible. 
There have been demonstrations of successful attacks 
in popular media, such as the television show "Myth-
Busters" (tinyurl.com/kekbbj9), in which the presenters 
successfully duped a thumbprint scanner. As with other 
factors, server-side attacks on the stored characteristic 
data are possible, as well as malware on the user system.

Authentication factors in online systems
In the physical world, the factors types identified above 
are very distinct. Imagine a door with a guard. To open 
the door, you must have the proper key, be recognized 
by the guard, and speak the correct password: three-
factor security. For online systems, however, the types 
overlap and their distinction is somewhat fuzzy. This is 
because they all end up represented as data inside a 
computer – usually the user’s personal computer and 
eventually some server. 

One what-you-have mechanism used by some organiz-
ations is the “bingo card”, which is a card printed with a 
matrix of short codes. During authentication, the server 
asks the user to enter the code from, say, row 3 and 
column 4. If the user memorizes the entire card, is it 
still a what-you-have factor? Or does it become what-

http://en.wikipedia.org/wiki/EMV
http://www.eweek.com/c/a/Security/RSA-Warns-SecurID-Customers-of-Data-Breach-395221
http://dsc.discovery.com/tv-shows/mythbusters/mythbusters-database/fingerprint-scanners-unbeatable.htm
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you-know? Used alongside a password, is that really 
MFA? Attack types also can overlap: one-time-pass-
word tokens can be attacked by phishing. Approaches 
that use more complex protocols, such as public-key in-
frastructure-based smart cards, can avoid these attacks.

A real-life attack that demonstrates this overlap is what 
is commonly called “ATM skimming”. In a skimming at-
tack, a device is placed over the card reader slot on an 
Automated Teller Machine (ATM). The device is built to 
appear as if it is part of the ATM, so the user does not 
notice its presence. As the card is inserted into the 
ATM, it passes through the device, which reads the 
magnetic stripe on the card. The device also usually in-
cludes a tiny camera, focused on the ATM keypad, to 
capture the user’s personal information number (PIN). 
The captured data might be saved within the device in 
memory, and retrieved later by the attacker, or it may 
be transmitted wirelessly to the attacker who lurks 
nearby. Using the captured magstripe data, the attacker 
can create a duplicate of the ATM card using almost 
any other card as a “blank” – even, for example, a hotel 
key card. The attacker then has a duplicate of the what-
you-have factor (the card) and, with the PIN, can with-
draw funds from the user’s account.

This attack is possible partially because the what-you-
have factor in this case simply holds a bit of data that is 
read by the ATM. The ATM has no way to distinguish 
whether that data came from the legitimate card be-
longing to the user or from a copy. Data is data; inside 
the ATM, both factor types – what you have and what 
you know – look the same.

Malware
Malware on the user’s system is the bane of all factor 
types. It can target the authentication system directly 
by intercepting the data entered by the user or read by 
a sensor. Even for systems using cryptographic proto-
cols, sufficiently targeted malware can hijack a session 
after authentication or can cause the data presented to 
the user, and the actual transaction being executed, to 
be different. In this context, "transaction" refers to any 
user action, including the act of authenticating or com-
municating to exchange an asset for payment.

The financial industry understood this problem many 
years ago and solved it through hardware mechanisms. 
Point-of-sale systems that accept credit cards and debit 
cards typically use a tamper-proof, integrated pad. This 
single device reads the card, displays the transaction in-
formation, reads the user's PIN, and contains crypto-

graphic keys to encrypt information before it leaves the 
device. For security, the device depends on its physical 
tamper-resistance and the inability of an attacker to in-
sert code into it. That approach will not work for gener-
al-purpose computers, although there are efforts to put 
secure hardware components, such as the Trusted Plat-
form Module (tinyurl.com/on9vqcj), into personal com-
puters.

What Do Users Want?

Given that there is a wealth of authentication mechan-
isms available, it is worth considering the needs and 
preferences of users, which highlight the tradeoff 
between security and convenience. Users want security, 
however, their willingness to accept inconvenience de-
pends on their perception of the immediate threat. Con-
sider the case of people who live in a neighborhood they 
perceive to be “safe”. They may tend to leave doors un-
locked – until they hear of a nearby break-in. Then they 
are careful, and lock up when leaving – until time passes 
and complacency sets in. Even though identity theft re-
ceives a reasonable amount of attention from the press, 
for online systems, the threats are more esoteric and 
harder for non-technologists to understand. To the ma-
jority of users, technology is supposed to be convenient 
and “just available” – such as television, where you do 
not have to log in to use it.

A number of user behaviour patterns have emerged. One 
is for users to share credentials across many sites. By us-
ing a single password in many places, the user (even if 
unconsciously) is opting for convenience over security. 
Similarly, the selection of weak passwords is also the res-
ult of users opting for convenience over security. 

Another popular pattern supported by many online ser-
vices is to leave the user logged-in semi-permanently. 
For example, a website might require re-authentication 
periodically or when the user attempts a sensitive opera-
tion such as changing the password. The overall user ex-
perience is smoother because the user is required to 
authenticate less frequently.

To businesses, the security versus convenience tradeoff 
directly affects their success. Greater inconvenience 
risks alienating users and driving them to competitors; 
yet, weaker security can lead to direct monetary loss. 
This tradeoff is commonly resolved based on the real or 
perceived value of the assets the business controls. Fin-
ancial websites, such as those for home banking, deal 
with high-value assets where real monetary loss is pos-

http://www.trustedcomputinggroup.org/files/resource_files/4B55C6B9-1D09-3519-AD916F3031BCB586/Trusted%20Platform%20Module%20Summary_04292008.pdf
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sible. Often, they also typically have regulatory respons-
ibilities, so high security is important. On the other 
hand, businesses want an easy-to-use experience for 
their customers. As a result, they do not use the “al-
ways-logged-in” model and require authentication for 
every session. Session lifetime is limited to a short peri-
od, usually measured in minutes. However, few busi-
nesses have opted for MFA, and they typically only use 
it for accounts with very high value. For example, 
tokens may be used to provide access to corporate ac-
counts or brokerage systems that move or trade large 
amounts of money.

Websites with lower-value assets opt for approaches 
that decrease inconvenience for the user, typically by 
requiring authentication only occasionally. Most 
browser-based email systems operate this way. A cook-
ie set on the user’s system establishes the session when 
the user logs in. The cookie can be thought of as a what-
you-have factor, and the act of logging in exchanges a 
what-you-know factor (i.e., the password) for the cook-
ie. Social media websites have used this pattern often. 
However, recent incidents are changing their percep-
tion of “low-value”, and some websites are starting to 
implement stronger authentication.

Emerging Authentication Mechanisms

Emerging authentication mechanisms include risk ana-
lysis and use of an alternate channel. These mechan-
isms are helping organizations address the problem of 
increasing security while minimizing user inconveni-
ence. The use of risk analysis during authentication, or 
when the user attempts a sensitive or high-value trans-
action, is one of these mechanisms. 

Risk analysis focuses on the characteristics of the event 
– independently of the actual authentication – by 
searching for suspicious patterns. Comparisons can be 
made against historical data for the user as well as com-
mon patterns for fraudulent access. Examples of ques-
tions that drive a risk analysis include:

• What device is being used? Has this user used this 
device in the past? Has this device been used to commit 
fraud?

• Where is the user located? What time is it? Are these 
patterns consistent with past usage?

• Has the user moved physically in an impossible way 
(e.g., logged in from San Francisco, then from New 
York only moments later?)

• Is the transaction typical for the user? Is the user ex-
ecuting an unusual number of transactions?

Risk analysis is popular because it layers with other au-
thentication mechanisms and is invisible to the user. 
The result of the risk analysis must be acted on, accord-
ing to organizational policy. For example, transactions 
scored as "very risky" might be blocked. Moderate risk 
might trigger additional authentication, such as asking 
the user a security question.

Another emerging mechanism is the use of an alternate 
channel during authentication. This mechanism is re-
ceiving the most amount of attention because of the 
widespread adoption of mobile computing devices. Al-
ternate channel involves establishing some communic-
ation between the user and the server over a path that 
is different than the one being used to log in. Most of-
ten, the alternate channel is the user’s mobile phone. 
For example, if a user logs in using a personal com-
puter, the server might send a code using Short Mes-
sage Service (SMS) to the user’s phone. SMS is a 
text-messaging service component of phone, web, or 
mobile communication systems that allows the ex-
change of short text messages between fixed line or mo-
bile phone devices. To complete the login, the user 
must enter the code at the user’s personal computer in 
addition to providing a password. SMS, voice calls, 
push notifications, and emails are among the possible 
channels. The interaction can be simple or may involve 
a more complex sequence with the user. Transaction 
details might be sent to the alternate device for the user 
to review and approve. Quick response codes or bar 
codes might be used and read by the phone’s camera. 
Moreover, cryptographic keys and protocols can be in-
volved.

From the perspective of factor types, this kind of au-
thentication is difficult to characterize. Ostensibly it is 
what-you-have authentication because the user must 
be in possession of the phone. However, it really is 
based on ownership of the phone number, not the 
device itself. Therefore, the security of the approach ac-
tually depends on how well the phone carrier has se-
cured the network. Similarly, email as an alternate 
channel depends on the security of the email account, 
which often depends on just a password, and so it is ar-
guably a what-you-know factor. Alternate channels can 
help with the malware problem. It is possible to devise 
an alternate-channel system that would require the 
malware author to attack both devices. For example, 
with a single device, the malware can always take over 
the session after the user has authenticated, regardless 
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of the authentication technology being used or the 
number of factors. Such malware might subsequently 
submit fraudulent transactions using that session, or 
modify transactions entered by the user. With an altern-
ate channel, however, the server can send transaction 
details to the second channel – say, the phone – where 
the user could verify them. Because the malware is on 
only one device, the user is protected. However, that 
protection is lost if there is no second device – such as 
when the user is originating the transaction from the 
phone itself, as opposed to a personal computer and 
phone. If the malware is sufficiently “smart”, it can tar-
get whatever authentication mechanisms are being 
used or attack the user’s session after authentication.

Implementation

This section provides examples of the authentication 
mechanisms used by well-known organizations, includ-
ing large organizations with large user communities – 
sometimes with hundreds of millions of users. Many of 
these organizations are seen as industry leaders, espe-
cially in terms of user experience. These examples are 
worth examining to understand how these organiza-
tions have tried to add authentication factors and bal-
ance the convenience–security tradeoff. Other 
organizations are likely to follow their lead, and their 
success or failure will likely have a big impact on future 
implementations of MFA.

The mechanism names vary – “two step” instead of 
“two factor” or “verification” instead of “authentica-
tion” – but, effectively, all of these examples describe 
forms of MFA. Also, the specific time of usage varies. 
For example, some organizations use MFA at every lo-
gin, whereas others use it only occasionally or in special 
circumstances.

Financial institutions 
Card associations, such as Visa and MasterCard, have a 
long history of security innovation. The EMV smart 
cards were a major advancement in physical card secur-
ity and required significant investment over many 
years. More recently, financial institutions have ad-
dressed online fraud using systems such as 3-D Secure 
(tinyurl.com/38qjke), a protocol designed to be an addition-
al security layer for online credit card and debit card 
transactions. The protocol ties the financial authoriza-
tion process to online authentication based on a three-
domain model: 

1. Acquirer domain: the merchant and the bank to 
which money is being paid

2. Issuer domain: the bank which issued the card 
that is being used

3. Interoperability domain: the Internet or Message 
Passing Interface (tinyurl.com/qxwe2)

For online access, such as for home banking, many 
banks have implemented risk analysis systems, often in 
response to regulatory pressure. These systems are 
layered with simple passwords. Fallback systems, used 
when the user forgets a password or when an account is 
locked, often use knowledge-based authentication. 
Banks have an advantage over many purely online sites 
in that they have a physical presence (branches) and 
call centres that can be used for fallback. The costs of 
servicing users this way, however, are significant.

Google (tinyurl.com/d27xnr7) 
Google implemented a system called “two-step verifica-
tion” using alternate-channel authentication. In addi-
tion to a password, the user could receive a text or 
phone call. They also support the alternative of using 
one-time-password applications. Computers can be 
designated as trusted by the user, such that two-step 
verification is not required when logging in from those 
systems. There are multiple fallback approaches. More 
than one phone number can be registered. During en-
rollment, the user can print and save a set of backup 
codes to use in the event of a lost phone. Finally, if all 
else fails, an account recovery form can be sent to 
Google.

Google also has a mechanism for handling account ac-
cess from mobile devices. A common problem with 
MFA is that users access their accounts from many 
devices, some of which might not support the MFA 
technology very well. For example, a fingerprint reader 
might be present on a user’s personal computer, where 
a driver could be loaded and the reader could be used 
when logging in. But, if the account requires access 
from an application on a phone, there may be no read-
er available; plus, it is unlikely that the application will 
support more than simple password authentication. 
Google allows the user to generate, on a personal com-
puter, “application passwords" that can be used spe-
cifically by the mobile applications. Because these 
passwords are long-lived, this method arguably reduces 

http://en.wikipedia.org/wiki/3-D_Secure
http://en.wikipedia.org/wiki/Message_Passing_Interface
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Technology Innovation Management Review August 2013

57www.timreview.ca

Multifactor Authentication: Its Time Has Come
Jim Reno

the overall solution to a single-factor. However, these 
passwords are phishing-resistant (unlike user pass-
words), because they are not used regularly and are not 
required to be memorized by the user. 

Apple (tinyurl.com/czwun9b) 
Apple also uses the term “two-step verification” for 
their approach. Their system is based on three ele-
ments: i) a password; ii) an alternate channel with SMS 
and push notifications; and iii) a 14-character recovery 
key that is generated at setup. MFA is not used at every 
authentication; it is only used when the user wants to 
perform sensitive operations such as account manage-
ment or changing a password. This method solves the 
problem of application access because normal authen-
tication involves only the password. Resetting any of 
the three elements requires the user to have two ele-
ments. For example, to reset a forgotten password, the 
user must have the recovery key and be able to receive 
a code through the alternate channel. 

One concern in the use of this two-step verification ap-
proach is that there appears to be no other fallback 
mechanism. If two of the factors are lost – say the user 
forgets the password and has lost the recovery key – 
Apple suggests that the user should create a new Ap-
pleID. Given that purchases are tied to the AppleID, pre-
sumably this means that the user loses access to them.

LinkedIn (tinyurl.com/k3cwqcv) 
LinkedIn also calls their approach “two-step verifica-
tion”. As the alternate channel, they use a code sent via 
SMS. Applications are handled by appending the code 
to a regular password and giving that to the application. 
This approach depends on the application remaining 
logged in for a long time. Fallback mechanisms seem 
unclear. The website’s help page has an “ask us” form 
that can be submitted in the event of a problem.

Twitter (tinyurl.com/paya4rj) 
Twitter has implemented “login verification” in two 
successive steps. In the spring of 2013, they implemen-
ted alternate-channel authentication via SMS mes-
sages, with some limitations. Only one phone number 
was allowed per account, and only one account was al-
lowed per phone number. Applications could be 
handled by generating a temporary password with a 
one-hour lifetime, so, as with LinkedIn, the application 
is usually expected to remain logged in continuously. 
The fallback mechanism was to contact support. There 
was no apparent provision for multiple users on the 
same account, which was a problem for corporate ac-
counts that handle tweets from multiple employees.

During the summer of 2013, Twitter has added an addi-
tional mechanism that involves a cryptographic key 
that is stored on the user's phone. When logging in at a 
personal computer, a notification is sent to the phone. 
The user must approve the login using the Twitter ap-
plication on the phone. The application communicates 
with the server using the key and a cryptographic pro-
tocol, and the login proceeds. The new mechanism also 
provides backup codes generated at the phone that can 
be used for fallback. The multiple-user problem is ad-
dressed by allowing the phone application to support 
multiple simultaneous accounts. Therefore, a user can 
be logged in to both the user’s personal and corporate 
accounts at the same time. Multiple users of the corpor-
ate account can be logged in, each user using his or her 
own phone. 

Facebook (tinyurl.com/3ocrlc3) 
Facebook uses a mechanism referred to as “login ap-
provals”. Alternate-channel authentication via SMS is 
supported, as well as one-time-password generation in 
the Facebook application or via third-party applica-
tions. MFA is used only if the login device is not recog-
nized. Fallback is supported by reset codes that the user 
can print in advance or by contacting support. Applica-
tions are handled by one-time application passwords 
that can be generated by the user.

Conclusion

Solving the online authentication problem – improving 
security without alienating users – is a critical and grow-
ing need. Authentication attacks are increasing every 
year and attackers are becoming more sophisticated. 
MFA will be one important tool, but it is a complex and 
evolving concept. Although the history of MFA goes 
back many years, for many online sites it is only now 
being applied. However, a rethinking of authentication 
is happening across the industry. The future of MFA 
will depend on how well popular sites – such as those 
mentioned above – implement it, and on how well 
users like it. No data is available yet on adoption rates. 
The common trend of using an alternate channel, par-
ticularly mobile devices, is likely to continue given its 
selection by well-known companies. 

There are steps everyone can take. Businesses with on-
line sites should implement some form of MFA. User 
education is also important. The adoption rate of MFA 
can increase by helping users understand why they 
need more than a simple password. Partnerships 
between industry, academia, and governments can 
help fund research into new authentication technolo-

http://support.apple.com/kb/HT5570
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gies and the effectiveness of existing authentication 
technologies.

Individual users should examine the options presented 
by the sites they frequent and consider enabling MFA, 
particularly for those services where high-value assets 
are involved. If MFA is not available, users should reach 
out and try to influence those organizations to use 
MFA. Often, businesses will not move to adopt MFA un-
til after an attack; however, they can be influenced by 
customer demand. Given the increasing frequency of 
highly publicized attacks, it is better to proactively pre-
vent them than to reactively respond.
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Introduction

Cybersecurity threats, such as Internet worms 
(tinyurl.com/lg2wghw), can spread too quickly for humans 
to respond and pose a genuine risk to users and sys-
tems. In March 2013, a computer scam fooled some Ca-
nadian Internet users by picking up their location and 
making it appear as though the Royal Canadian Moun-
ted Police had frozen their screens; pop-ups demanded 
that users must pay a $100 fine to have their computer 
unlocked (CBC, 2013; tinyurl.com/lhuwq82). In the same 
month, a computer virus paralyzed computer networks 
of broadcasters and banks in a network attack in South 
Korea (BBC, 2013; tinyurl.com/cgustwk). The economic and 
national security consequences of these types of attacks 
are severe. The official website of the United States De-
partment of Homeland Security (DHS; tinyurl.com/kttv9qo) 
indicates that the Secret Services Cyber Intelligence 
Section has directly contributed to the arrest of transna-
tional cybercriminals who were responsible for the 
theft of hundreds of millions of credit card numbers 

and the loss of approximately $600 million to financial 
and retail institutions. The same resource indicates 
that, in 2011, the DHS prevented $1.5 billion in poten-
tial losses through cybercrime investigations. The dis-
tributed architecture of networks results not only in 
faster propagation of cyberattacks, but it also affects a 
greater number of vulnerable cyberdevices. For ex-
ample, in 2003, the Slammer worm infected more than 
90% of vulnerable hosts in 10 minutes (Moore et al., 
2003; tinyurl.com/koweuj5). Traditional security models are 
not able to keep up with the security attacks that 
propagate at machine speed.

McConnell (2011; tinyurl.com/65udd87) explored the tech-
nical options to enhance cybersecurity through three 
major building blocks: automation, interoperability, 
and authentication. These building blocks provide the 
means to limit the spread of attacks and thus minimize 
consequences. McConnell introduced the concept of 
automated courses of action (ACOA), which encapsu-
lates many of the complex decisions and activities in-

Security is a critical concern in today's software systems. Besides the interconnectivity and 
dynamic nature of network systems, the increasing complexity in modern software sys-
tems amplifies the complexity of IT security. This fact leaves attackers one step ahead in 
exploiting vulnerabilities and introducing new cyberattacks. The demand for new method-
ologies in addressing cybersecurity is emphasized by both private and national corpora-
tions. A practical solution to dynamically manage the high complexity of IT security is 
adaptive security, which facilitates analysis of the system's behaviour and hence the pre-
vention of malicious attacks in complex systems. Systems that feature adaptive security de-
tect and mitigate security threats at runtime with little or no administrator involvement. In 
these systems, decisions at runtime are balanced according to quality and performance 
goals. This article describes the necessity of holistic decision making in such systems and 
paves the road to future research.

When you have to make a choice and don't make it, 
that is in itself a choice.

William James (1842–1910)
Philosopher and psychologist

“ ”

http://www.en.wikipedia.org/wiki/Computer_worm
http://www.cbc.ca/news/canada/montreal/story/2013/03/21/montreal-rcmp-computer-scam-malware-fine-canadians.html
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http://www.dhs.gov/combat-cyber-crime
http://dx.doi.org/10.1109/MSECP.2003.1219056
http://www.dhs.gov/xlibrary/assets/nppd-cyber-ecosystem-white-paper-03-23-2011.pdf
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volved in defending cybersystems. The concept of 
ACOAs is a novel step toward enabling the collective ac-
tion required to protect against evolving cyberthreats. 
Novel decision-making approaches will enhance these 
courses of actions in response to cybersituations.

Automation accelerates the analysis of monitored data 
and perhaps increases the number of symptoms that 
can be detected in order to prevent a threat. Moreover, 
automation helps to speed up the decision-making pro-
cess at the time of attack. An immediate, suboptimal re-
sponse can sometimes be more effective than a later, 
optimal response. These timely actions prevent the 
spread of attack and therefore minimize the con-
sequences of the attack. In recent years, interest in 
building software systems that are adaptive to their se-
curity goals has increased. Self-adaptive software (SAS) 
systems address automation in response to changes in 
the requirement and environment. SAS monitors itself 
and its context, detects significant changes, decides how 
to react, and executes such decisions (Salehie and 
Tahvildari, 2009; tinyurl.com/lffu25g). Adaptive security 
refers to solutions that aim to adapt their defence mech-
anisms at runtime. This class of SAS is called self-pro-
tecting software (SPS). SPS systems have the ability to 
detect security attacks and trigger countermeasures. 
These systems not only defend against the malicious at-
tack but also are capable of anticipating problems and 
taking steps to avoid them or moderate their effects 
(Salehie and Tahvildari, 2009; tinyurl.com/lffu25g). In this 
article, we focus on the role of automation in cyberse-
curity. First, we raise awareness of the importance of 
addressing adaptive security from a holistic view of the 
system. Second, we show how game theory can contrib-
ute to decision making in adaptive security. 

The rest of this article is organized as follows. The next 
section provides an overview of the active work on self-
protecting systems. Then, we highlight the importance 
of creating a holistic decision-making strategy in cyber-
security, after which we discuss the use of game theory 
in the network and application architecture layers of 
the system. Finally, we conclude by describing the steps 
required to achieve a holistic decision-making strategy.

SPS Tools and Techniques

Projects in both academia and industry have addressed 
adaptivity in software systems. Table 1 lists recent re-
search and development achievements in self-protect-
ing software systems.

A revealing insight from this overview of tools and tech-
niques is the absence of adaptation decision-making 
that captures all the possible knowledge from the soft-
ware system and incorporates that knowledge in mak-
ing effective adaptive decisions. In both academia and 
industry, SPS is still in its early years.

Holistic Decision Making in Adaptive Security

The fundamental relationship between security and de-
cision making is highlighted by Alpcan and Başar (2010; 
tinyurl.com/mfvae39). Making systematic decisions, such 
as allocating resources while balancing risks, can bene-
fit the system with efficient protection against both 
known and unknown attacks. The dynamic nature of 
network security requires dynamic analysis and de-
cision making based on the monitored data. Dynamic 
measurements of the system metrics and states mani-
fest dynamic changes both in the system itself and in 
the environment.

Figure 1 illustrates the process of acquiring data from 
different layers of the software’s architecture through 
sensors. The adaptable software may contain one or 
more layers than are shown in this figure. Here, the rest 
of the layers that are not included in the software itself 
are considered as the environment. A holistic decision-
making strategy considers knowledge from different lay-
ers of the system in its decision-making process. The 
monitored data is gathered from the sensors of the sys-
tem itself and its environment. Depending on the sys-
tem, some layers may not provide access for the 
sensors or effectors in that layer. The data gathered by 
sensors is transmitted through event buses to the adapt-
ation manager, which contains the four main adapta-
tion processes: monitor, analyze, plan, and execute. 
The planning process encapsulates the decision-mak-
ing engine. The knowledge of the system itself and its 
environment is shared among the adaptation pro-
cesses. Correspondingly, adaptation action is applied 
through effectors in various layers of the software sys-
tem. The decision-making technique must embody the 
gathered knowledge from various sources and find the 
effective alternate action in the most appropriate layer 
of the software system. The set of adaptive security ac-
tions can be applied in more than one layer of the soft-
ware system. The effectors that are responsible for 
performing adaptation actions reside in the layers of 
the system itself and its environment based on the ac-
cess permission to different architecture layers.

http://dx.doi.org/10.1145/1516533.1516538
http://dx.doi.org/10.1145/1516533.1516538
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Table 1. Notable examples of research from academia and industry relating to self-protecting systems and adaptive security
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The need for holistic management in disciplines such 
as management science is explored through enterprise 
integration (Dalal et al., 2004; tinyurl.com/kkwvapu). Be-
sides, vulnerability and risk management can benefit 
from a holistic methodology by assessing the non-lin-
ear relations of contextual parameters and the complex-
ity and dynamics of social systems (Cardona, 2003; 
tinyurl.com/l3m6zdl). Recently, the idea of delivering a hol-
istic approach to addressing cybersecurity has received 
greater attention. Bencomo, Belaggoun, and Issarny 
(2013; tinyurl.com/kr6sc56) provide a holistic view to tackle 
self-adaptation under uncertainty. They use the math-
ematical model of dynamic decision networks (DDNs) 
to support decision making under uncertainty for self-
adaptation. An architecture-based approach in SPS sys-
tems was recently proposed by Yuan and colleagues 
(2013; tinyurl.com/n6ydvn7); their approach benefits from 
the holistic view of the systems that is provided by the 
software architecture.

A holistic view of the application and its environment 
can be completed through feedback loops. Feedback 
loops help to combine the result of adaptation with the-
oretical formulation of the problem. Developing a de-
cision solely based on the mathematical model does 
not reflect the actual consequences of the decisions 
made. Incorporating a feedback loop in the decision-
making engine helps to repeatedly observe the result of 
the actions made and consider its effectiveness in fu-
ture alternative actions.

In summary, to achieve a holistic decision making 
strategy: i) security goals must be defined at each archi-
tecture layer of the system; ii) appropriate decision-
making models and techniques should be applied to re-
duce conflicts and increase the decision quality; and iii) 
adaptation should not be limited to detecting and pre-
venting attacks – adaptation must also stop the spread 
of the attack after it happens.

From game theory to adaptive security
A variety of mathematical theories can be used to mod-
el and analyze cybersecurity. Resource-allocation prob-
lems in network security can be formulated as 
optimization problems (Alpcan and Başar, 2010; 
tinyurl.com/mfvae39). In dynamic systems, control theory is 
beneficial in formulating the dynamic behaviour of the 
systems. In contrast, game theory provides rich math-
ematical tools and techniques to express security prob-
lems. Security games allow players (the defender and 
the attacker) to develop a systematic strategy based on 
formalized methods. In security games, players do not 
have access to each other’s payoffs; therefore, they ob-
serve the opponent’s behaviour and estimate the result 
of their action. Security games can be modelled as non-
cooperative games in which players make decisions in-
dependently.

Due to limited resources in software systems, a practic-
al approach is to utilize the resources and protect them 
against malicious attacks. Critical assets such as person-

Figure 1. Decision making based on holistic shared knowledge of system layers
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al or sensitive information also require protection. 
Game theory provides a formal approach to maximize 
the effectiveness of resources against cyberthreats 
(Tambe, 2011; tinyurl.com/m6nwedq). From simple determ-
inistic games to more complex stochastic games, security 
games can be used to model security in intrusion-detec-
tion systems and social, wireless, and vehicular net-
works (Alpcan and Başar, 2010; tinyurl.com/mfvae39).

The analytical foundation of game theory can be ap-
plied to security problems at various architecture layers 
of the system. For example, intrusion detection is a de-
fence mechanism at the network layer. Intrusion-detec-
tion systems can take adaptive actions such as 
intensifying monitoring efforts when malicious beha-
viour is detected. In the remainder of this section, we 
look at the applicability of game theory in two architec-
ture levels: the network layer and the application layer.

Security games at the network level
Network security is a strategic game between the mali-
cious attacker and the administrator (Alpcan and Başar, 
2010; tinyurl.com/mfvae39). In a simple intrusion-detection 
game, the attacker chooses between the alternative ac-
tions of attacking or non-attacking. Due to limited re-
sources by the systems and the fact that monitoring and 
analyzing the monitored data adds overhead to the sys-
tem, the system has the option to continue the default 
monitoring or to intensify monitoring. This simple for-
mulation can be extended in complex cases such as 
stochastic games or games with limited information, 
which are discussed in greater detail by Alpcan and 
Başar (2010; tinyurl.com/mfvae39). After distinguishing the 
alternative actions by each player, the next step is to as-
sociate the payoff for each action. Based on the decision 
strategy, players select the alternative that yields a bet-
ter payoff. Similar modelling can be applied to intru-
sion-prevention systems and efforts to prevent 
denial-of-service attacks. In the latter case, the alternat-
ive actions of the attacker could be changing the rate of 
data generation in the network. Meanwhile, the sys-
tem’s alternative actions are: i) checking the rate of con-
gestion and ii) modifying the refresh interval. After 
identifying the main components of the game theory 
(i.e., players, the set of alternative actions, and the pay-
offs), the more appropriate type of game can be selec-
ted based on the availability of data. For example, if 
complete knowledge of the adversary payoffs is avail-
able, repeated complete-information games can be ex-
ploited in modelling.

Security games at the application level
Existing cybersecurity approaches based on game the-
ory are mostly focused on providing security at the net-
work level. The mathematical foundation of game 
theory can also be applicable to security at a variety of 
architecture levels such as the database or operating 
system. Here, we discuss the applicability of game the-
ory in providing security at the application level. De-
pending on the architecture layer, the source of the 
data to be monitored is different. To detect a cyberat-
tack at the network level, the data to be monitored can 
be packet data, network traffic, etc. At the application 
level, a cyberattack can be detected from various data 
sources. For example, the system can monitor the num-
ber of transactions by a specific user or the access 
rights of a user over a specific window of time. Even 
though the nature of the monitored data may vary, the 
problem can still be modelled as a non-cooperative 
game. The alternative set of actions includes more high-
level actions that should align with the system’s spe-
cified policies. As an example, the dynamic change to 
the access rights of a user should satisfy the pre and 
post conditions specified in the IT policy.

Previous approaches, such as those used by Alpcan and 
Başar (2010; tinyurl.com/mfvae39), only apply game theory 
at one layer of the system. To provide a holistic ap-
proach in making decisions at runtime using game the-
ory, defining the set of alternative actions that can be 
taken by both players should not be limited to actions 
in only one layer of the systems. The same requirement 
applies to the data gathered by sensors in various archi-
tecture layers.

Conclusion

This article presents a brief overview on adaptive secur-
ity and existing tools and techniques for SPS, and it in-
troduces a visionary approach in holistic decision 
making to achieve adaptivity in cybersecurity. It 
provides insights into the use of game theory as a de-
cision-making strategy that can be applied in different 
architecture levels. A proper decision-making strategy 
not only helps to model security goals and actions at 
runtime, but it also enables systematic decision making 
after the attack happens and it consequently limits the 
spread of attack in distributed systems.
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Introduction

We are living in an era that is characterized by the in-
creasing importance of the service economy, as pre-
dicted by Vandermerwe and Rada (1988; 
tinyurl.com/n4fjfn5) 25 years ago. Accordingly, more and 
more companies are confronting the challenge of shift-
ing from selling products to providing services (Grön-
roos and Ravald, 2011; tinyurl.com/l8b59lt). Vargo and 
Lusch (2004; tinyurl.com/cuzndc) describe this shift as 
moving away from the goods-dominant logic to the ser-
vice-dominant logic. The shift is also known as "servit-
ization" (Vandermerwe and Rada, 1988; tinyurl.com/
n4fjfn5), which means that a physical product is no 
longer the basis of exchange, and the process of value 
creation that translates business strategies into value 
to customers and suppliers is changing dramatically 
(Fischer et al., 2012; tinyurl.com/kx9qkm7). With services, 
the customer is seen as the creator of value and the 
supplier helps them to achieve the desired outcome in 
the value-creation process (Grönroos, 2011; tinyurl.com/
mct9mcu). Servitization has been the trend in manufac-
turing industries that face increasing pressures to re-
new business practices, but now even sectors with 

service traditions are striving to better understand how 
to define and conceptualize the value that customers 
perceive. 

Servitization is also increasingly occurring in the 
private security sector, where the rapid development of 
technology had previously encouraged companies to fo-
cus on security products and technologies (cf. Lucintel, 
2013; tinyurl.com/lrnc9gs). However, selling security equip-
ment such as digital security products offers little room 
for specialization and differentiation in today’s market. 
Many security providers are responding to this chal-
lenge by developing new service-based business mod-
els, but this change may not be straightforward. 
Servitization suggests that an increasing focus on ser-
vices rather than products requires new approaches, 
skills, and mindsets that were previously unknown to 
many security providers. Security companies need a 
better understanding of the new service-business logic, 
including the formation of customer value and the rel-
evance of security services to the customer. Thus, 
among service practitioners and researchers, there is a 
growing interest in the topic of customer value (Smith 
and Colgate, 2007; tinyurl.com/k479dc7).

How can a firm change its value-creation logic from providing technology to selling tech-
nology-based services? This is a question many security companies face today when trying 
to apply a solutions-based business model in response to recent macro- and microeco-
nomic trends. The fact that customers increasingly demand security as a service, rather 
than technical equipment, challenges the basis of a security firm's value provision and al-
ters the logic of its operation. In this article, we investigate a technology- and product-ori-
ented security business that is now rapidly transforming into a service business. We use 
data from a case study to propose a 4C model (conceptualization, calculation, communica-
tion, and co-creation of value) that can help security providers to objectify their service of-
ferings and succeed in the servitization of their security businesses. 

Security technology and security services – can we 
separate these two? Can you have one without the 
other? I cannot figure out how.

A manager in our case company

“ ”
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In this article, we investigate how servitization is mani-
fested in business-to-business security services. In par-
ticular, we discuss how a security system and solutions 
company can use objectification to provide technology-
based services to its customers and how customers per-
ceive the benefits of these services. We provide some re-
commendations for service providers to better comply 
with the service-oriented mindset and implement ob-
jectification into their business models. Our empirical 
study is based on a research project that took place in 
the Finnish Security Sector from 2009 to 2012. Here, we 
discuss servitization in Niscayah’s security business 
based on an analysis of interviews with 10 managers, an 
investigation of the company’s marketing material, and 
interviews with five of their long-term customers.

Servitization and Customer Value Creation

Servitization brings the concept of customer value to 
the forefront. Traditionally, value in business-to-busi-
ness exchange refers to monetary or non-monetary be-
nefits and sacrifices perceived by customers in terms of 
their expectations, needs, and desires (Lapierre, 2000; 
tinyurl.com/nxrd27w). However, the service perspective 
means that value can only exist when an offering is 
used (i.e., value-in-use), and the experience and percep-
tion of use are essential for the customer (Vargo and 
Lusch, 2008; tinyurl.com/myn8efl). In other words, value 
from using the service comes from the ability to act in a 
manner that is beneficial to the user. Value is subjective 
and always determined by the beneficiary that is the co-
creator of value (Lusch et al., 2007; tinyurl.com/blazss). 

Customer value creation in services is not like product-
based customer value creation. Therefore, companies 
need to reform their mindsets concerning the value-cre-
ation logic when providing services (Heinonen et al., 
2010; tinyurl.com/jwq224j). First, they need to recognize 
customers as co-producers and maximize customer in-
volvement in the service development. These service 
providers can then expand the markets by assisting cus-
tomers in focusing on each customer’s core business. 
Tangible goods may only serve as platforms for service 
provision, thus providers can retain the ownership of 
goods and earn by charging a fee based on the extent of 
use (Vargo and Lusch, 2004; tinyurl.com/cuzndc). Given 
that servitization is driven by the changing customer 
needs, providers need to carefully analyze what bene-
fits customers are looking for to better understand the 
value perceptions of customers (Matthyssens and 
Vandenbempt, 2008; tinyurl.com/m4xjq3u). This under-
standing is even more challenging in business markets 
where the ultimate customer value can only be im-

proved by increasing the value of the market offerings 
of intermediaries (Ulaga, 2003; tinyurl.com/c77vpud). 

Providers of services need to recognize whether they 
are supporting their customer’s core business or merely 
taking care of the customer’s outsourced routine activit-
ies when conceptualizing offerings. Thus, a service busi-
ness comprises both services that support products and 
services that support customer actions (Mathieu, 2001; 
tinyurl.com/kxzbcfs). Actually, value for the customer 
emerges from the whole spectrum of provider–custom-
er interactions that support the use of core resources 
rather than from one source (Grönroos, 2011; 
tinyurl.com/mct9mcu). For example, product-lifecycle ser-
vices, such as inspection of an automated teller ma-
chine, facilitate the customer’s access to the provider’s 
product and ensure its proper functioning over every 
stage of the lifecycle. In contrast, asset-efficiency ser-
vices, such as pre-emptive maintenance and remote 
monitoring of manufacturing gear, strive to achieve 
productivity gains from assets invested by customers. 
Moreover, process-support services such as security 
consulting assist customers in improving their own 
core business processes. Finally, process-delegation 
services, such as cybersecurity incident response, carry 
out processes on behalf of the customers (Ulaga and Re-
inartz, 2011; tinyurl.com/murteex).

Servitization needs to be complemented by objectifica-
tion. Whereas servitization means the customization of 
offerings, objectification concerns packaging and mak-
ing services more tangible (Lindberg and Nordin, 2008; 
tinyurl.com/kypbmpw). At best, these two logics exist simul-
taneously and successful firms combine them by delin-
eating distinct products, services, and processes 
(Sundbo, 2002; tinyurl.com/lpcl5kx). We refer to Ulaga and 
Reinartz’s (2011; tinyurl.com/murteex) notion that hybrid 
offerings can help companies manage the balance 
between the servitization and the objectification. Based 
on these views, we conclude that the objectification of 
technology-based services presupposes a change to-
wards a service-related mindset. However, there is lim-
ited understanding of what objectification of services 
really means and how companies can use it to respond 
to the challenges of servitization. In the following sec-
tion, we introduce a case study designed to improve 
our understanding of objectification and to help secur-
ity providers objectify their service offerings.

Methods

This empirical study is based on qualitative research 
and comprises multiple data sets. We interviewed 10 

http://dx.doi.org/10.1108/08858620010316831
http://dx.doi.org/10.1007/s11747-007-0069-6
http://www.sdlogic.net/LuschVargoObrien2007.pdf
http://dx.doi.org/10.1108/09564231011066088
http://sdlogic.net/JM_Vargo_Lusch_2004.pdf
http://dx.doi.org/10.1016/j.indmarman.2007.07.008
http://dx.doi.org/10.1016/j.indmarman.2003.06.008
http://dx.doi.org/10.1108/08858620110364873
http://dx.doi.org/10.1016/j.indmarman.2010.06.036
http://dx.doi.org/10.1509/jm.09.0395
http://dx.doi.org/10.1016/j.indmarman.2007.07.006
http://dx.doi.org/10.1080/714005099
http://dx.doi.org/10.1509/jm.09.0395


Technology Innovation Management Review August 2013

67www.timreview.ca

Servitization in a Security Business: Changing the Logic of Value Creation
Arto Rajala, Mika Westerlund, Mervi Murtonen, and Kim Starck

managers at Niscayah, a security service provider in 
Finland, to gather their views and perceptions on cus-
tomer value, as well as their intentions to respond to 
servitization in the security markets. Now being part of 
Stanley Security Solutions (stanleysecuritysolutions.com), a 
division of Stanley Black & Decker Corporation, Nis-
cayah has a strong foothold in the global security ser-
vice market. It is an integrator and supplier of access 
control, intruder alarms, fire alarms, and video surveil-
lance solutions. In Finland, the company operates in 
multiple locations and has over 250 employees, posi-
tioning itself as a market leader. At the time of the data 
gathering (2009–2012), its annual sales exceeded 35 mil-
lion euros. Its main customer segments are retail, 
healthcare, transportation and logistics, insurance and 
finance, energy industry, and manufacturing. Niscayah 
pursues global market reach, strong customer orienta-
tion, comprehensiveness in offerings, and extensive 
field experience.

The selection of the interviewed managers was based 
on referral sampling, where the contact person at Nis-
cayah identified the suitable managers for the inter-
views. The main selection criteria were involvement 
and experience in the development and delivery of se-
curity services. We examined the company’s marketing 
material (e.g., brochures, leaflets, customer magazines, 
and web pages) to analyze how it communicates the 
value Niscayah is providing to the customers. Finally, 
we interviewed five of Niscayah’s long-time customers 
to examine perceived value and benefits of acquiring se-
curity services. The interviewed customers were nomin-
ated by the contact person at Niscayah and included 
large Finnish enterprises representing pharmaceutical, 
diagnostics, telecommunications, forestry, and metal 
industries. We interviewed the managers at Niscayah in 
2009 and 2010, and the interviews with customers took 
place at the end of 2011. With this schedule, we were 
able to examine Niscayah’s intentions to provide value 
and serve customers through security services and then 
evaluate their customers’ perceptions of how well the 
company succeeded in doing so.

Empirical Findings

The interviews with Niscayah’s managers and custom-
ers clustered around four themes that reveal how the 
servitization and objectification are addressed in busi-
ness-to-business security services. These four themes 
are conceptualization, calculation, communication, 
and co-creation of value. In the following subsections, 
these four themes are discussed in detail both from the 
managers’ and the customers’ perspectives. 

Conceptualization
The interviewed managers emphasized the importance 
of service conceptualization, meaning that the benefits 
from using the company’s services should be objectified 
as concrete and usable offerings. All interviewees per-
ceived that the company is a forerunner in the develop-
ment of technology-based security services, and that 
service concepts are the way forward. According to the 
managers, technology is at the core of services that are 
actually designed on the basis of products: “We are able 
to combine technical security and the national mainten-
ance network in a way that we can help the customer 
throughout the whole lifetime of the system. For this pur-
pose we have developed the so-called ‘one-stop shop’ 
principle where we can maintain, use, and monitor se-
curity costs efficiently. This also includes remote control 
24 hours 7 days a week. None of our competitors is able 
to offer this kind of service.”

Clearly defined and packaged services are seen as a cut-
ting edge in the highly competitive security market and 
are prerequisites for a market-oriented security service 
offering. Niscayah’s extensive product and service reper-
toire forms a solid basis for novel offerings, all of which 
include technology-assisted services. Consequently, 
their new services can be based on customer segmenta-
tion, where specific customer needs and requests are 
identified and a purposeful product/service mix is selec-
ted for each segment. Managers also felt that service 
conceptualization will lead to better service quality; it 
involves a guarantee of full-functioning security sys-
tems with fixed costs, periodic reviews, and feedback.

At the time of the interviews, Niscayah’s service concep-
tualization was at an early stage. Therefore, managers 
frequently discussed priorities and the interfaces 
between products and services, as well as the balance 
between customer-tailored services and industry-specif-
ic services. One of the managers said: “This means we 
also have high-quality products, albeit I should not be 
talking about the products at all… but we are selling 
products anyway.” They also expressed concerns that, as 
a result of the service conceptualization process, they 
will have fewer personal interactions with customers. 
This is because conceptualization requires the align-
ment of business units and service activities, as well as 
ensuring a uniform quality in the different geographical 
locations.

From the customers' perspective, conceptualization in 
security services is reflected by how well the offered ser-
vices are perceived to fulfill the customers’ security 
needs. However, these needs often relate to basic types 
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of security such as access control systems. The inter-
views revealed that many of the customers are not 
aware or interested in more sophisticated or compre-
hensive security services. Some customers were consid-
ering buying or outsourcing more security services and 
concentrating those purchases with preferred pro-
viders: “These [security] markets are changing all the 
time, but we could buy other services from Niscayah as 
well … for example, we have some 600 cameras out 
there, and why not, when renewing them, buy the whole 
system from Niscayah?”

Customers were also aware of the value they receive for 
the money they invested in services. In many cases, 
they only achieved the minimum level of security re-
quired by the law or regulations. However, the inter-
viewed customers were predominantly happy about 
what they were provided. As one customer put it: 
“When a company spends a certain amount of euros [on 
security services], it receives an equivalent quality of ser-
vices… however, what I have ordered has worked well.” 
On the other hand, another customer said: “If the 
money was not a bottleneck, we would make things dif-
ferently, for example, [we would] co-develop more soph-
isticated security systems based on RFID 
[radio-frequency identification] technology together 
with the service provider.”

Calculation
Niscayah managers considered the components of cus-
tomer value from different perspectives and identified 
several mechanisms through which they are able to cre-
ate value for the customer. These included releasing 
customers from the security control activities and re-
sponsibilities, enabling customer’s core business func-
tions, and cutting operational costs and crime-related 
costs. The interviewed managers highlighted that they 
need to understand the customer’ core business and 
know the stakeholders and the business environment 
to be able to identify the right value drivers for each cus-
tomer. These value drivers are industry- and company-
specific, and therefore are difficult to identify. The man-
agers also said that the customers are often not aware 
of their security needs and what the provider’s security 
services are worth. 

Although the customers’ value drivers are acknow-
ledged among the security-service managers we inter-
viewed, calculations related to the benefits of using the 
company’s security services are still lacking. The man-
agers said that they need to illustrate the value of their 
services in monetary terms, but by the same token ad-
mitted that there are many aspects of the security ser-

vice that cannot be quantified. In a security context, in 
which uncertainties and unforeseeable events are par-
ticularly inherent contingencies, services may be associ-
ated with a variety of negative consequences, and 
security as the content of a service is perceived subject-
ively. Therefore, reliable value estimates are difficult to 
calculate, even though some quantifiable measures can 
assure customers of the value of security services. Many 
of these measures are related to service quality and in-
clude security-system availability rates and response 
times to calls and alarms.

For the customers, value calculations refer to the price 
of the security services. Customers anticipate that striv-
ing for lower service prices means narrowing the scope 
and lowering the quality of the security they will re-
ceive. However, most of the interviewed customers per-
ceived that some security services had become less 
expensive due to the technological development. One 
customer commented that “Niscayah is more expensive 
than its competitors, but we will not change the service 
provider just because of the price, because proper secur-
ity services cannot be provided on the cheap.” In con-
trast, most interviewees pointed out that security 
services provided by a professional security firm are 
more reliable, safeguard the continuity of customer’s 
business, and increase the customer’s credibility in the 
eyes of its customers. In addition, training in security 
was appreciated as a benefit. Surprisingly, we found 
that some of the customers did not calculate lifetime 
costs of the service (e.g., maintenance costs) when mak-
ing purchase decisions for security services.

Security services also play a critical role from point of 
view of the customer’s business. One of the customers 
said: “Security systems are a part of our quality system, 
and thus support our business operations. In fact they 
are a kind of a concealed benefit whose value is realized 
when something happens.” Moreover, in some industry 
sectors, such as pharmacy, security procedures are 
highly regulated (e.g., access-control requirements). 
Therefore, external security professionals are needed. 
One of the interviewees said: “When we started to export 
our products to the U.S., their border control and cus-
toms detachment visited us and inspected our security 
systems.” Security-service providers were perceived to 
provide invaluable help and up-to-date information in 
such cases.

Communication
The managers noted that Niscayah is a service com-
pany whose main business mantras include focusing 
on customer relationships. As one manager noted: “Vis-
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iting our customers means we will nurture that particu-
lar customer relationship, not maintain equipment and 
devices.” All the interviewed managers emphasized 
close, long-term partnerships with customers and open 
communication towards customers. Open communica-
tion is achieved through continuous and frequent cus-
tomer encounters and good interpersonal 
relationships. Nevertheless, the supplier-customer dia-
logue focuses on relationship management instead of 
customer value, and several managers explained how 
difficult it is for them to start a proper discussion with 
their customers on the value of security services. 

In its marketing communications, Niscayah primarily 
emphasizes the provision of security in general, and 
only secondarily explains about its security services. In 
practice, this means that the company sells its solutions 
by describing the security benefits customers gain 
when using security services, particularly those solu-
tions provided by Niscayah. Consequently, customers 
can focus on their core business, save resources, and re-
duce costs. Niscayah’s marketing material suggests that 
the company openly communicates its mission, vision, 
and values. Communication seems to be rather consist-
ent throughout all channels. This consistent communic-
ation supports the company’s aims to create a unified 
corporate image, bring them closer to customers, and 
assure customers about their intentions. 

Customers were mostly satisfied with Niscayah’s com-
munications. Most of the customers had long relation-
ships with Niscayah, which affected the way 
communication was carried out and perceived. Com-
mon methods included phone calls and emails, but we 
identified two broad types of communication. First, 
contact at the operative level takes place when 
something happens or there is a need for professional 
help and problem solving. Second, another type of com-
munication comprises keeping in touch with the con-
tact person(s) at Niscayah to get information about new 
security-related issues and possible re-evaluation or 
changes in the service provision. This communication 
is related to customer relationship management on a 
regular basis.

Interestingly, one of the interviewees hoped that the 
service provider would not contact them proactively. 
“The security manager easily gets the information (s)he 
needs about the security service providers – even too 
much information… sometimes I have to say them: No, 
don’t contact me, I’ll be in contact with you if needed.” 
This might reflect that some service providers’ repres-

entatives are too keen to be in contact with their cus-
tomers. On the other hand, many interviewees ex-
pressed that the service provider’s representative 
should visit them personally at least once a year and in-
form customers about new security products and ser-
vices and whether the customer should update their 
security systems. 

Co-creation
According to Niscayah’s marketing material, the com-
pany is branded as a system integrator that provides 
total solutions. The material suggests that customers 
require a more proactive approach and better under-
standing of suitable business security strategies from 
their security suppliers. Consequently, the interviewed 
managers explained that they work closely with cus-
tomers to solve their problems using Niscayah’s accu-
mulated expertise and doing whatever is required to 
find a solution. In addition, managers highly appreci-
ate long-term customer relationships and strive toward 
partnerships with their key customers. In other words, 
the managers displayed strong customer orientation 
and clear intentions to co-create value with the custom-
ers. At the same time, the Niscayah managers viewed 
their role as providing external expertise to the custom-
er company, not working with the customer but rather 
working for the customer to resolve the security issues.

Based on the interviews with customers, co-creation in 
security services is not yet extensive. Although custom-
ers highly value long-lasting relationships with their 
service provider, service development still lacks deep 
collaboration. As one of the interviewees put it: “Nis-
cayah is a service provider but I would not talk about 
partnership, because we know what we want and they 
will deliver it to us.” Another customer explained that 
“Co-creation requires a lot of resources and is risky; fail-
ure would be horrific for us.” However, one customer 
mentioned that the relationship with Niscayah has de-
veloped remarkably towards a true partnership. They 
have had a myriad of different security systems de-
veloped by Niscayah “as a system supplier, and this 
mode has deepened throughout the collaboration. Cur-
rently, it is truly reciprocal and mutual.”

The 4C Model of Objectification

Figure 1 summarizes the empirical findings of our 
study. Both managers’ intentions and customers’ per-
ceptions of objectification centre around four main 
themes: conceptualization, calculation, communica-
tion, and co-creation of value. The views of both man-
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agers and customers are well aligned with regard to 
service concepts, value estimates, and value commu-
nication, but are contradictory with regard to value co-
creation. Managers indicated their intentions towards 
closer and more co-operative relationships with cus-
tomers, but there is little evidence of successful co-cre-
ation. Customer interviews support this notion by 
suggesting that value co-creation in security services is 
still limited. Therefore, security suppliers need to con-
sider how to motivate customers for more co-operat-
ive service delivery. Customers should consider how to 
better utilize the resources and competences of secur-
ity suppliers. Grönroos (2011; tinyurl.com/kzv22gf) argues 
that value creation and co-creation are distinct pro-
cesses, and that a customer creates value for itself, 
whereas the service supplier can only facilitate the cus-
tomer’s value-creation process. 

Conclusion

This article focused on the changing logic of value cre-
ation in servitization. In the private security sector, this 
suggests a movement towards more specialized, more 
customized, and increasingly technology-based secur-
ity services, such as the design of complex yet interop-
erable alarm and surveillance systems or security 
training. Our case study of Niscayah, a security-service 
provider in Finland, illustrated that, even if a security 
firm has a fair understanding of their customers’ 
needs, and despite that they are able to communicate 
key benefits of security solutions in their marketing 
communications, customers do not understand the 
costs and benefits of the total security solution, and 
may fail to see the value of deep provider-customer col-
laboration. 

Figure 1. The 4C model of objectification, illustrating service providers’ intentions and customers’ expectations 
concerning objectification in business-to-business security services
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Therefore, security-service providers should adopt a 
mindset that promotes deeper relationships with cus-
tomers, and they should focus on techniques that help 
them to objectify their service offerings to make the 
value and benefits more tangible. After reviewing our 
findings, we proposed the 4C (conceptualization, calcu-
lation, communication, and co-creation of value) mod-
el of objectification that illustrates the alignment or 
mismatch of manager’s intentions and customer’s per-
ceptions on provider’s security services. The model can 
help security providers to objectify their service offer-
ings and succeed in the ongoing servitization of their se-
curity businesses. Furthermore, our interviews with 
customers and the analysis of marketing material 
brought about some practical suggestions for Niscayah 
and other security providers to support their service-ob-
jectification efforts:

1. Assign a personal contact to each customer: Cus-
tomers value personal service and continuity; there-
fore, the service provider should assign a 
representative to each customer – preferably one 
that does not change roles too often. Should prob-
lems arise, customers perceive that they will more 
quickly receive help if they have a named, personal 
contact in the firm that provides their security ser-
vice. A personal contact knows the customer account 
and, consequently, has all the relevant background 
information required to quickly solve a problem.

2. Become a more proactive partner: There is a de-
mand for more comprehensive security services; 
however a customer's budgetary constraints and 
strict focus on their core businesses may limit their 
view of potential new ideas and may prevent such 

services from emerging. Many customers are inter-
ested in strengthening their relationship with the se-
curity-service provider and look for all-inclusive 
services, but they expect the service provider to be 
the initiator and assign dedicated people to initiate 
and coordinate such projects. 

3. Shorten response times: For a customer, solving an 
acute problem that affects their business is of utmost 
importance, and this is where the capability of a se-
curity provider is measured. Customers value service 
providers based on this capability and perceive that 
security service providers should respond immedi-
ately when customers face security problems or in 
the event of false alarms.

4. Put the fundamentals in place: Several customers 
suggested ideas on how to avoid delays in imple-
menting security-service systems. Customers indic-
ated that they are unable to discuss individual 
objectives and needs until standard features and is-
sues are solved. Therefore, security-service providers 
should ensure that their fundamentals are in good 
shape before promising anything about the imple-
mentation schedule or service features.

5. Develop superb marketing materials: Security com-
panies need to take marketing communications seri-
ously. They have to ensure that marketing materials 
clearly communicate the value of using security solu-
tions, focus on enhancing the customer’s business in-
stead of focusing on product attributes, provide a 
consistent description of the provider’s security-ser-
vice offerings, and sharpen the positioning of the se-
curity company against its competitors.
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Author Guidelines

These guidelines should assist in the process of translating your expertise into a focused article that 
adds to the knowledge resources available through the Technology Innovation Management Review. 
Prior to writing an article, we recommend that you contact the Editor to discuss your article topic, 
the author guidelines, upcoming editorial themes, and the submission process: timreview.ca/contact

Topic

Start by asking yourself:

• Does my research or experience provide any new insights
or perspectives?

• Do I often find myself having to explain this topic when 
I meet people as they are unaware of its relevance?

• Do I believe that I could have saved myself time, money,
and frustration if someone had explained to me the is-
sues surrounding this topic?

• Am I constantly correcting misconceptions regarding
this topic?

• Am I considered to be an expert in this field?   For ex-
ample, do I present my research or experience at con-
ferences?

If your answer is "yes" to any of these questions, your 
topic is likely of interest to readers of the TIM Review.

When writing your article, keep the following points in 
mind:

• Emphasize the practical application of your insights 
or research.

• Thoroughly examine the topic;  don't leave the reader
wishing for more.

• Know your central theme and stick to it.

• Demonstrate your depth of understanding for the top-
ic, and that you have considered its benefits, possible
outcomes, and applicability.

• Write in a formal, analytical style. Third-person voice is
recommended;  first-person voice may also be accept-
able depending on the perspective of your article.

Format

1. Use an article template:   .doc    .odt 

2. Indicate if your submission has been previously pub-
lished elsewhere. This is to ensure that we don’t in-
fringe upon another publisher's copyright policy.

3. Do not send articles shorter than 1500 words or 
longer than 3000 words.

4. Begin with a thought-provoking quotation that 
matches the spirit of the article. Research the source 
of your quotation in order to provide proper attribu-
tion.

5. Include a 2-3 paragraph abstract that provides the 
key messages you will be presenting in the article.

6. Only the essential references should be included. The 
URL to an online reference is preferred; where no on-
line reference exists, include the name of the person 
and the full title of the article or book containing the 
referenced text. If the reference is from a personal 
communication, ensure that you have permission to 
use the quote and include a comment to that effect.

7. Provide a 2-3 paragraph conclusion that summarizes 
the article's main points and leaves the reader with 
the most important messages.

8. Include a 75-150 word biography.

9. If there are any additional texts that would be of in-
terest to readers, include their full title and location 
URL.

10. Include 5 keywords for the article's metadata to as-
sist search engines in finding your article.

11. Include any figures at the appropriate locations in 
the article, but also send separate graphic files at 
maximum resolution available for each figure.
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